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Abstract: In this paper, a new variant of the mul-
tilevel algorithm for computing the steady-state solu-
tion of a continuous-time Markov chain is proposed.
The method is integrated into a symbolic framework,
where the CTMC is represented in a compact way using
multi-terminal binary decision diagrams (MTBDD). It
is shown how to represent the original CTMC and sev-
eral aggregated chains within the same decision dia-
gram, where particular attention is devoted to the ques-
tion of how to deal with unreachable states. Some pre-
liminary empirical results are provided which indicate
that the method has the potential to solve very large
Markov chains in an efficient manner.
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I. INTRODUCTION

Markov chains are very popular in the area of model-
based performance and dependability evaluation of
computer and communication systems. Today, sev-
eral well-understood high-level modelling formalisms
are available for specifying such models, and all phases
of Markov chain generation and analysis are supported
by powerful and user-friendly tools. State space ex-
plosion is an adverse phenomenon that occurs during
the modelling of complex systems, especially of those
consisting of several concurrent subsystems. In view of
this situation, researchers have developed novel tech-
niques for representing Markov chains with the help of
decision diagram data structures, which make it pos-
sible to construct and manipulate Markov chains of
immense size. However, even though the generation
of billions of states is only a matter of seconds (us-
ing techniques such as the ones described in [5], [16]),
calculating state probabilities by performing numerical
analysis is still a serious bottleneck. In order to allevi-
ate this bottleneck, this paper proposes a new version
of the multilevel algorithm for calculating steady-state
probabilities, which is based entirely on decision dia-
grams. Since data structures such as multi-terminal
binary decision diagrams (MTBDD) [1], [9] offer a nat-
ural structuring of the transition matrix, they seem to
be quite ideally suited for block aggregation methods.

A. Related work

Many different numerical methods exist for calculat-
ing the steady-state probability vector of a continuous-
time Markov chain (CTMC). Apart from standard it-

erative methods such as Jacobi, Gauss-Seidel or SOR,
methods based on the aggregation and disaggregation
of the states of the Markov chain (so-called AD meth-
ods) were proposed already in the 1970ies. Among
these “classical” AD methods are the method of Taka-
hashi [24], the method of Courtois [8] (aimed at
nearly completely decomposable Markov chains) and
the method of Koury/McAllister/Stewart [13]. An
overview of these techniques may be found in [23]. Re-
cently, Bazan et al. [2] proposed a self-correcting aggre-
gation technique, where several approximate first level
aggregations are corrected by results from common sec-
ond level aggregations.

In the 1990ies, Horton and Leutenegger developed
a multilevel AD method, inspired by multigrid solvers
which had turned out to be very effective for the so-
lution of partial differential equations [12]. Buchholz
proposed a multilevel solution method for very large
structured Markov models whose generator matrix is
represented compactly as a Kronecker expression [3].
This work was carried further in [4] where hierarchical
Kronecker structures and different multigrid types were
studied.

For Markov chains represented symbolically by bi-
nary decision diagrams, Parker was the first to develop
numerical analysis techniques whose speed was compet-
itive with those based on explicit data structures [20].
He introduced a hybrid approach, in which the matrix
is represented symbolically while the vectors are stored
as ordinary arrays, and showed how to best exploit the
available memory by replacing parts of the decision dia-
gram by explicit data structures (i.e. sparse matrices).
Based on Parker’s work, Mehmood developed a sym-
bolic out-of-core method where only a small part of
the vector resides in main memory while the remaining
part is kept on disk [18]. Lampka et al. were able to
speed up Parker’s approach by employing a novel type
of decision diagram [17].

To the best of our knowledge, multilevel analysis in
connection with symbolic decision diagram data struc-
tures has not been investigated before.

B. Organisation

The rest of this paper is structured as follows: Sec. II
provides the necessary background material on the mul-
tilevel method and on the symbolic representation of
Markov chains. Sec. III, the core section of the pa-
per, presents new data structures and algorithms which



make it possible to integrate the multilevel aggrega-
tion approach smoothly into a symbolic framework. In
Sec. IV, some empirical results are presented and dis-
cussed, and Sec. V concludes the paper.

II. PRELIMINARIES
A. The multilevel method

Let @ be the generator matrix of an irreducible finite-
state CTMC with n states. The unknown vector 7 of
its steady-state probabilities is the unique solution of
the linear system (further called system),

Q=0 (1)

which satisfies the normalising condition ), m; = 1.
The multilevel method is a method for solving the
above equation by recursively aggregating the original
system, thereby obtaining systems of smaller dimen-
sion. For the moment, only a single aggregation step
is considered: Let the current (fine) state space with
n states ¢,7,... be partitioned into N macro states
I,J,..., where N < n. Assuming that 7() is the
current approximation to the steady-state vector at
the fine level [, the transition rates of the aggregated
(coarse) Markov chain at level I — 1 are computed ac-
cording to the following aggregation equation:
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tion 7(=1out) ig then computed by carrying out some
smoothing iteration steps (of the Jacobi, Gauss-Seidel
or SOR scheme, for example) at the coarse level and/or
by possibly aggregating the Markov chain even further.
In the following disaggregation step, the improved ap-
proximation on the coarse level is used to correct the
previous approximation at the fine level. All micro
states ¢ belonging to the same macro state I are cor-
rected by the same factor according to the disaggrega-
tion equation
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Fig. 1 shows the pseudo code of the basic multilevel al-
gorithm. In line (2), if the lowest level has been reached
the system is solved (approximately or exactly) without
further recursion. Otherwise, in line (4), some smooth-
ing steps are carried out before the aggregated system
is computed in line (5). Line (6) contains the recursive
call to the algorithm at the next lower (i.e. coarser)
level. Its results are used in lines (7-8) to correct the
solution at level I, which is followed by some further
smoothing steps in line (9).

B. MTBDD-based Markov chain representation

This subsection introduces the MTBDD-based rep-
resentation of CTMCs with the help of a simple exam-

) ml(l,Q(l),ﬁ(l’m))

) if 1 =0 then solve #bov) Q) = §
) else

) 7hold) .= pre_smoothing (7))
) compute 71 and QU1 acc. to eq. (2)
) ml(l— LQ(lfl),ﬁ:(lfl,in))
) for all I

) for all ¢ € I compute 7, acc. to eq. (3)
) 7bout) .= post_smoothing(whmew))

0) return
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Fig. 1. The multilevel algorithm
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Fig. 2. An example Markov chain

ple. For more detailed information on the use of MTB-
DDs for compactly encoding CMTCs see [20], [22], [19].
Consider the Markov chain M whose transition rate
matrix Raq is shown in Fig. 2. This CTMC has four
states (numbered 0,1,2,3) of which only three are actu-
ally reachable, i.e. state 2 is unreachable. Table I shows
how the individual transitions of M can be encoded
by bitstrings, where § and t are bit vectors (vectors of
Boolean variables) of appropriate length ny = 2. The
s-variables encode the source state, and the t-variables
encode the target state of a transition. Column headed
“path” contains the shuffled concatenation of the s-
and t-values, which corresponds to the variable order-
ing used in the decision diagram. Such an interleaved
ordering is a commonly accepted heuristic which yields
not necessarily optimal but provable compact decision
diagrams [10]. The MTBDD M encoding CTMC M
is shown in Fig. 3 (a). Its non-terminal nodes are
labelled with Boolean variables from the ordered set
{s1,t1,52,t2}, and its terminal nodes carry the transi-
tion rates. Each path through the MTBDD, starting
at the root and ending in a non-zero terminal node
encodes a valid transition of M, where dashed edges
correspond to the Boolean value 0 and solid edges cor-
respond to the Boolean value 1. Starting from a fixed
node, the successor reached by the dashed line will be
called the else-successor, the node reached by the solid
line will be called the then-successor.

-

S t path rate

00 01 0001 A
00 11 o101 A
01 11 0111 v
11 00 1010 p
11 01 1011 v

TABLE I: Binary encoding of CTMC M



Fig. 4. Offset-labelled BDD reach representing the reachability
set of M from Fig. 2

B.1 Offset-labelling

When generating a Markov chain from a high-level
modelling formalism, thereby encoding states as bit-
strings of length ny, it is very common that certain
such patterns correspond to unreachable states. In
fact, symbolic algorithms are often employed in order
to determine the set of reachable states, which may be
only a very small subset of the so-called potential state
space. Tools such as PRISM [15], [21], CASPA [14]
and the Moebius pZDD-engine [17] contain such sym-
bolic reachability schemes. During numerical analysis,
in order not to waste memory space, the iteration vec-
tors should be stored as arrays whose size corresponds
to the number of reachable states n, (not the number
of potential states!). Therefore it is necessary to con-
struct a mapping which maps bitstrings from the po-
tential state space {0,1,...,2"v — 1} to the dense set
{0,1,...,n, — 1}. An order-preserving such mapping
can be achieved by enriching the MTBDD with offsets
which may be computed by an algorithm described in
[20]. More precisely, first a BDD reach encoding the
set of reachable states is computed and labelled by off-
sets. Using those offsets, the MTBDD M encoding
the transitions of the CTMC is then enhanced by off-
sets in a double fashion, i.e. both for the s- and for
the t-variables. Returning to the example, the offset-
labelled BDD reach representing the reachability set of
M is shown in Fig. 4. From this BDD, it is possible,
for example, to calculate the index of state 11 (binary
representation) as 2+0 = 2. The offset-labelled version
of MTBDD M is shown in Fig. 3 (b). (The ta-labelled
node at the bottom left has to be duplicated in this
example since it can be reached via two different paths
with different to-offsets.) During traversal of a path
of the offset-labelled MTBDD, the index of the source
state of the encoded transition may be determined by
adding all offsets of s-nodes which are left via a 1-valued
(solid) edge. Likewise, the index of the target state may

be determined by adding all offsets of t-nodes which are
left via a 1-valued edge.

III. AGGREGATION OF THE DD

In the following, the data structures and algorithms
for the symbolic multilevel algorithm are presented. It
will turn out that all the aggregated matrices can be
added to the MTBDD without having to change the
basic structure of the diagram, which will result in a
small time and memory overhead for the aggregation
process. Below, the term fine system will be used for
the given, not aggregated system, while coarse system
will mean an aggregated system. Furthermore, let the
set of reachable states of the Markov chain be stored in
a BDD reach. Usually in a BDD nodes with identical
then- and else-successors are eliminated, but for com-
patibility with the given algorithms it is assumed that
in the paths leading to the terminal 1-node of reach
all don’t care nodes are inserted explicitly. This is also
done in [20] in order to store offset information in these
nodes.

For an efficient implementation of the aggregation
procedure in an MTBDD environment it is necessary to
use macro states which combine 2¢ neighbouring states
of the potential state space. In terms of BDD reach
this means that for one aggregation step i variables are
aggregated, starting at the leaves of the graph.

To be consistent with the ordinary multilevel algo-
rithm we use the following convention: With the no-
tations of section II, fix a number of levels [ to get a
hierarchy of the fine system and [ aggregated systems.
Each level i € {{—1,...,0} in the multilevel algorithm
is assigned to a variable level, the level I corresponds
to the terminal nodes of BDD reach. In order to avoid
confusion, in the following, aggregation levels referenc-
ing the algorithm in Fig. 1 will be called aggregation
level or agg_level, while the term aggregation variable
level or agg_var_level will be used for aggregation vari-
able levels in BDD reach.

The example given in Fig. 5 (a) indicates that the
mapping from aggregation levels to aggregation vari-
able levels is well defined: Aggregation level 2 corre-
sponds to the fine system, i.e. the constant level of BDD
reach. The aggregation level 1 reduces the fine system
by removing variable sz, aggregation level 0 takes the
result of aggregation 1 and removes variable so.

As the assignment above is in fact a bijection, both
aggregation levels and aggregation variable levels could
be used to describe the symbolic multilevel algorithm.
For simplicity, the algorithms will always be described
using the aggregation variable levels.

Aggregating a MTBDD according to its variables
is not perfectly symmetric. It depends on how many
reachable states are within one partition of the poten-
tial state space. Aggregating only unreachable states
will lead to an unreachable state in the aggregate.
Fig. 5 (b) sketches the aggregation idea using the BDD
reach from Fig. 5 (a). The arrows indicate how the el-
ements in the probability vectors are summed up in the
two aggregation steps. Unreachable states are crossed
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Fig. 5. Aggregation process

out. The numbers under the vectors are the indices of
the elements in the vector of reachable states. The ag-
gregation scheme is given by the pattern of reachable
and unreachable states.

The following subsections provide the necessary ex-
tensions to the MTBDD structure and the correspond-
ing algorithms for performing multilevel cycles.

A. Multi-offset labelling

For the aggregations of the solution vector and the
iteration matrix it is necessary to provide BDD reach
with offset information of the fine and all aggregated
systems.

The offset labelling algorithm in Fig. 6 is basically
the same as the one given in [20]. The constant ZERO
denotes the terminal zero node, the constant FINAL
is the variable level where the recursion shall bottom
out. The algorithm is identical to the one in [20] when
setting FINAL to the level for the constants in the
MTBDD. Otherwise, when FINAL is set to an aggrega-
tion level, nontrivial subgraphs (i.e. subgraphs finally
leading to the terminal 1 node) starting with nodes in
the FINAL level play the role of the terminal 1 node.

Note that once the algorithm has finished for a cer-
tain FINAL level, for further calculations only the else-
offsets and the total number of reachable states are sig-
nificant. So after a reset the then-offsets may be reused
for calculating the offsets of the next system. The offset
nodes provide arrays for the else-offsets and one entry
for a then-offset.

Depending on the number of systems one MTBDD
variable level belongs to, different numbers of offsets
have to be stored. For example, the root node always
has [+ 1 offsets, while the nodes up to the variable level
corresponding to the first aggregation level always carry
the offsets of the fine system only.

For the example BDD reach in Fig. 5 (a) the multi-
offset labelling is shown in Fig. 7. The nodes for s; carry
from left to right offsets for the fine level, aggregation
level 1 and 0, while nodes for so only have offsets for
the fine level and aggregation level 1, and so on.

B. Aggregating a vector

Once the BDD reach is multi-offset labelled, the ag-
gregation of an iteration vector can be performed with
the algorithm shown in Fig. 8. As the given algorithm
only sums up the probability masses of single states be-
longing to the same aggregate, the coarse vector has to

) label(node, s;)

) if (node=ZERO)

) return 0

) if (s;=FINAL)

) return 1

) if (node’s offsets not calculated)

) node.then_off := label(node.then, s;11)

) node.else_off[system] := label(node.else, s;1)
) return node.then_off+node.else_off[system)]

Fig. 6. Offset labelling algorithm

Fig. 7. Multi-offset labelling

be initialised with zeroes.

Let S be the variable level of the system to be aggre-
gated and D the variable level of the aggregated system.
Set ig and ip to the corresponding indices in the offset
arrays. Note that ip = ig + 1 as only neighbouring
levels can be aggregated.

The invocation of agg_vector(root(reach),0,0,s1) per-
forms the aggregation. The algorithm basically calcu-
lates the correct offsets for the summations. Until the
D level is reached, in lines (7-10) both the fine and
the coarse offsets are modified. Between D and S level
in lines (11-13) only the fine offset is modified. When
reaching the S level, lines (4-6) perform the summation
according to the calculated offsets. In lines (2-3) un-
reachable subgraphs are skipped, as they either remain
unreachable after aggregation or do not contribute to
the aggregtion with a reachable state.

C. Aggregated iteration matric

From the offset labelled BDD reach it is possible to
derive the multi-offset labelled MTBDD of the itera-
tion matrix from the ordinary MTBDD of the iteration
matrix. The basic algorithm is the same as in [20].
The main difference is that in the generated MTBDD
not the actual offset values but rather pointers to the
multi-offset arrays are stored.

During the construction process for every node two
pointers to BDD reach are stored: One for the s and
one for the t variables. As these pointers represent
the whole set of offsets corresponding to this node, the
usual comparison may be used to detect offset clashes
and will be sufficient: A node to be inserted in the offset
labelled MTBDD for the iteration matrix is equal to
another node on the same level if and only if the node
and its offset pointer coincide. Equal nodes won’t be
re-inserted when constructing the multi-offset labelled
MTBDD while unequal nodes have to be inserted.



(1) agg_vector(node, offset, coarse_offset, s;)

(2) if (node = ZERO)

(3) return

(4)  else if (level = S)

(5) coarse_vector[coarse_offset] +=vector[offset]
(6) return

(7)  else if (level < D)

(8) agg_vector(node.else, offset,

coarse_offset, s; 1)
9) agg_vector(node.then, offset+node.else_off[ig],
coarse_offset+node.else_off[i p], s;+1)
(10)  return
(11) elseif (D < level < S)
(12)  agg-vector(node.else, offset,
coarse_offset, s;11)
(13)  agg-vector(node.then, offset+node.else_off[ig],
coarse_offset, s; 1)
(13)  return

Fig. 8. Vector aggregation algorithm
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Fig. 9. Aggregation in a MTBDD

An example of the aggregation step is shown in
Fig. 9. The multi-offset labelling is not shown in the
figure. However, as in this example the reachable state
space equals the potential state space, the offset arrays
for all the nodes in the s; and t; variable levels are
just [2,1] while the offsets for all nodes in the so and
to variables are equal to [1]. The aggregation of the
so-Variable causes a reduction of the matrix size to one
quarter.

To represent the aggregated matrices it remains to
store the matrix entries of the aggregated systems in the
given MTBDD. It will turn out to be useful to store the
diagonal entries of the aggregated systems in separate
vectors, so in the MTBDD only non-diagonal elements
will have to be stored. Therefore, at the MTBDD nodes
in the aggregation variable levels arrays are added stor-
ing the aggregated values calculated with eq. (2). The
size of such an array is calculated individually for each
node by counting the number of paths from the root
node leading to this node. In the summation, paths
leading to a diagonal value of the aggregated system
are skipped. This can be checked by evaluating the
offsets corresponding to the aggregated system: The
s- and t-offsets have to be different. As long as the
BDD is always traversed in a depth first order, it suf-
fices to store for every node in an aggregation variable

level the current position of its pointer to the array of
aggregated values. Below, this pointer will be called
aggregate_pointer. Prior to reading or writing values of
an aggregated system, the pointers in the correspond-
ing aggregation level have to be reset. Every time a
node is visited during BDD traversal its pointer po-
sition is incremented. So the pointer keeps the index
of the current value in the array as indicated by the
unidirectional arrow in Fig. 9.

For the aggregation step, let S be the variable level
the aggregation starts from, D the variable level of the
aggregated system and ig and ip the corresponding
indices of the offset arrays. Before calculating the ag-
gregated rates according to eq. (2), the values in the
arrays of the D level and the diagonal array have to
be reset to 0. The aggregation algorithm is given in
Fig. 10. For simplicity, only the case where S is the
constant level is shown. In the other case, where S is
an aggregation variable level, reading node.value in line
(5) would change to first incrementing this node’s ag-
gregate_pointer and then reading the value given by the
current pointer position. To avoid another parameter
in the agg matrix algorithm, the global variable cur-
rent_ptr is used.

The invocation of agg matrix(root(MTBDD),0,0,s)
performs the aggregation. Basically, the algorithm cal-
culates the offsets of the source and destination system.
Whenever the level D is reached, the pointer to the cur-
rent coarse value is set to the next position in the array
of aggregated values as seen in lines (12-13). Traversing
the nodes from level D to level S, line (8) ensures that
only the fine system’s offsets are calculated in the next
recursive call. At line (5) the S level is reached, so the
current weighted fine vector’s value is added to the cur-
rent coarse value. After a node of level D is completely
processed, the current coarse value is normalized in line
(17) by the coarse vector entry corresponding to the
coarse offset of this node, that is the probability mass
of all the states in this aggregate, and finally in line
(18) this new non-diagonal matrix entry is subtracted
from the diagonal value. For the sake of simplicity, the
recursion in line (15) on the s-variables, which is given
by four different possibilities, is not shown in detail.

With the aggregated system smoothing steps can be
performed in the usual way. Prior to a matrix vector
multiplication of an aggregated system, the correspond-
ing counters in each node of the aggregation level have
to be reset.

D. Correction of the upper level solution

The correction of an upper level solution by an aggre-
gated solution according to eq. (3) is done in a similar
way as the aggregation of a vector by a single depth
first traversal of the reachability BDD.

E. Sparse matriz approach

The sparse matrix approach, as proposed in [20] is
adapted to the multilevel case in the following way:
For speeding up the smoothing steps and aggrega-
tion method of the fine system, the lower levels of



(1) agg matrix(node, row_offset, coarse_row_offset, s;)

(2) if (node = ZERO)

(3) return

(4)  if (level = S)

(5) increment value of current_ptr by
vector[row_offset]*node.value

(6) return

(7) if (level > D)

(8) coarse_offsets_change := false

(9) else

(10)  coarse_offsets_change := true

(11) if (level = D)

(12) increment node.aggregate_pointer
(13) current_ptr := node.aggregate_pointer
(14) if (not diagonal element)

(15) recurse on s-variables updating required offsets
(16)  if (level = D)

(17) normalise value of current_ptr by

coarse_vector|coarse_row_offset]
(18) subtract value of current_ptr from
coarse_diag[coarse_row_offset]

Fig. 10. Matrix aggregation algorithm
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Fig. 11. Adding sparse matrices

the MTBDD are substituted by sparse matrices. In
our current implementation of the algorithm, only the
nodes up to the first aggregation variable level can be
replaced by sparse matrices. C. f. the example in
Fig. 11 where the first aggregation level is sy, so the
sparse matrix level cannot exceed this level.

It is important to note that, using our current imple-
mentation, the sparse matrix speedup is only achieved
for the fine system. All the aggregated systems do not
benefit from the sparse matrix speedup, as their levels
still have to be processed recursively.

F. Memory considerations

In the current version of the symbolic multilevel al-
gorithm, Jacobi iterations are used for the smoothing
steps. So a lower bound for the memory consumption of
the multilevel algorithm is the memory consumption of
the Jacobi algorithm. The total memory consumption
of the multilevel algorithm can be written as

matriz + diag + vect + mazx(vect, agg) + sm  (4)

where matriz is the memory used for the transition
matrix of the fine system - without diagonal elements
- stored as multi-offset labelled MTBDD, diag is the
memory for the vector of diagonal elements of the tran-
sition matrix of the fine system, vect is the memory

for one iteration vector of the fine system, agg means
the memory for additional aggregation information (i.e.
diag; and two times vect; for each aggregated system
i, one temporary iteration vector temp and the rates
for the aggregated transition systems) and the optional
sparse matrix memory sm. The vector temp ist used for
the smoothing steps of the aggregated systems. It has
the same size as the iteration vector of the finest aggre-
gate. Depending on the number of aggregation levels
and their location, the size of agg may vary consider-
ably. Aggregation levels next to the root of the graph
result in a low memory consumption, aggregation lev-
els next to the terminal nodes result in high memory
consumption.

In the current multilevel implementation, the nodes
storing the matrix of the transition system are 4 Bytes
bigger than the nodes used for Jacobi or pseudo Gauss
Seidel iterations (24 Bytes).

IV. EXPERIMENTS

In the following, experimental results of the
MTBDD-based multilevel algorithm are given. The
current implementation uses the probabilistic symbolic
model checker PRISM as a framework. All measure-
ments were performed on an Intel Xeon 3.0 GHz pro-
cessor with 2 GByte of main memory.

The following numerical algorithms are compared:

e JOR, Jacobi OverRelaxation with relaxation param-
eter 0.9.

e PGS Pseudo Gauss-Seidel [20], a block oriented
method which uses the Gauss-Seidel idea on the block
level, inside the blocks JOR with overrelaxation param-
eter 0.9 is used.

e ML1 Multilevel algorithm using 8 pre- and post-
smoothing steps respectively on the fine system and
6 pre- and post-smoothing steps respectively for the
aggregated systems.

e ML2 Multilevel algorithm using 4 pre- and post-
smoothing steps respectively on the fine system and
4 pre- and post-smoothing steps respectively for the
aggregated systems.

For the multilevel smoothing steps of the fine system
and all the aggregated systems, ordinary JOR steps
with overrelaxation parameter 0.9 are used.

For every ML experiment the aggregation variable
levels for each aggregate are given in parenthesis, start-
ing with the first and ending with the last aggregate.
For the aggregation example given in Fig. 5 the algo-
rithm would be called MLz(3,2), € {1,2}, i.e. the
first aggregation reduces the fine system by eliminating
s3, the second aggregation reduces the first aggregate by
eliminating s3. In the MTBDD encoding the transition
system, the corresponding t-variables are aggregated as
well.

The stopping criterion for all the algorithms is a rela-
tive elementwise error smaller than 1.0-10~%. For JOR
and PGS this is measured between two consecutive it-
erations, in the ML-case the post-smoothing step in the
fine system is measured.

The tables are organised as follows: In the first



three columns the model characteristics are shown: The
scaling parameter of the model (e.g. number of to-
kens for the Kanban system), the number of reach-
able states and the number of transitions between the
reachable states. Column algorithm specifies the nu-
merical method used. In column ML-cycles the num-
ber of multilevel cycles until convergence is given. This
only makes sense for the ML algorithm. Column steps
gives the number of iteration steps until convergence
for JOR and PGS. In the multilevel case the smooth-
ing steps on the fine system are given. In variable lev-
els the number of number of s-variables is shown. The
next two columns give the number of s- (and t-) vari-
ables substituted by sparse matrices beginning from the
bottom (sparse levels) or from the top (block levels) of
the MTBDD (the latter is only applicable to the PGS
scheme). In column residual the maximum norm of the
vector Q) is given. The column memory (kB) shows
the total memory consumption of the different algo-
rithms in kilobyte, finally the column time (s) shows
the consumed time until convergence was achieved.
The case studies given in the following subsections
are chosen from the standard examples shipped with
PRISM. The results are presented in Tables II-IV.

A. Tandem queueing network

This model was originally described in [11]. The re-
markable part of the results given in Table II is that
the multilevel algorithm converges faster although there
are comparably few sparse levels used. Only for the
smallest system considered (parameter 200) the stan-
dard methods are faster, which is due to the multilevel
overhead.

B. Kanban manufacturing system

This model is described in [6]. For this model,
initially the aggregation scheme reducing one sub-
model per aggregation, e.g. aggregation variable levels
(37,25,13), was used. However, due to a low sparse level
of 12 variables, this scheme did not lead to faster cal-
culation time. So the aggregation levels for the multi-
level algorithms were chosen in order to grant the same
sparse level for the JOR and ML algorithms. The re-
sults are shown in Table III. It can be seen that in all
cases the multilevel algorithm is between 1.7-1.9 times
slower than the ordinary solvers used. But looking at
the total number of iterations until convergence, the
ML2 algorithm always takes fewer iterations on the fine
system than the ordinary JOR solver. Thus speeding
up the aggregation steps and iterations of the aggre-
gated systems, which is part of our future work, the
solution times are expected to improve.

C. Flexible manufacturing system

This model is described in [7]. The results are pre-
sented in Table IV. Aggregating the model according
to the submodel structure with the aggregation variable
levels (43,34,20), the number of total smoothing steps
of the fine system was reduced for all cases except for
parameter 4. However, because of the low sparse level

this scheme did not lead to faster calculation time. In
order to obtain more competitive results, the aggrega-
tion scheme was parametrised such that the same num-
ber of sparse levels as with the ordinary JOR algorithm
was used. As shown in Table IV, except for the small-
est system considered (parameter 4) the ML algorithm
leads to fewer iterations of the fine system, but due to
the multilevel overhead only for parameter 6 the ML1
algorithm slightly outperforms the standard solvers.

V. CONCLUSION

In this paper, a symbolic multilevel method has been
presented. For that purpose, we introduced the concept
of multi-offset labelled MTBDDs. The MTBDD data
structure is supplied by additional arrays for storing the
aggregated transition matrices in the same MTBDD as
the fine system. Symbolic aggregation algorithms for
vectors of reachable states and transition matrices are
given. First empirical studies indicate that the sym-
bolic multilevel algorithm could be a way to alleviate
the state space explosion problem for the numerical so-
lution of Markov chains. The experimental results also
indicate that the benefits of the multilevel approach
strongly depend on the model used.
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