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Abstract— We describe a method for constructing compact repre- Queue->Mark() < 2;
sentations of labelled continuous-time Markov chains whik are
derived from high-level model descriptions, such as stoclstic

Petri nets, stochastic process algebras, etc.. Our approacex- . 6‘“6 4 gervices
tends existing techniques in that symbolic (i.e. MTBDD-basd) arrive, A Queue (Q)

representations are constructed for non-modular, flat mode
descriptions. The symbolic representation of the overall radel
is obtained by merging symbolic activity-local representtions of
transitions. Such a scheme will not only yield a compact synuiic
representation, we also show that the state space of the oadir
model may only need to be explored explicitly in parts.

Fig. 1. A simple producer-consumer system described as alittoia SAN

introduce BDDs and MTBDDs and the general idea of sym-
bolic state graph representation. In Sec. Ill, the new sehem
. INTRODUCTION of activity-local state graph generation is described.. $éc

, - . discusses the issue of partial state space exploration, and
High-level performability models are usually specified b%ec V concludes the paper

means of stochastic Petri nets, stochastic process algebra
etc., where the low-level model or state graph consists lof al
possible states and the set of all possible transitions degiw
these states. Concurrency, compactly described in the- high giate spaces and their encoding

level model, must be made explicit when deriving such a state

graph. l.e. conventional state graph exploration algorith During state space exploration, a state of the overall syste
expand every permutation of independent activities, wiiege is represented by a state descriptor which is a veétor
number of visited states will grow exponentially. The goatonsisting ofn elements, i.es5 = (s1,...,s,) wheres; €

is to explore huge state spaces in a time-efficient manné®, ..., K;} for all 1 < ¢ < n. The vector elements are
and store the associated labelled continuous-time Markoa&lled state variables (SVs). The state space can be esplore
chain in a compact way. We use binary decision diagrarits a monolithic fashion, by executing each enabled activity
(BDD) and extensions thereof for representing the statplgreone at a time, and determining the value of each $£VAs
symbolically. It is known that extremely compact symbolicunning example, we consider the SAN [5] model given in
representations can be constructed if the compositionat-st Fig. 1. Here, each state is described by a 3-dimension& stat
ture of the high-level model at hand is taken into considenat descriptor, where each elemest indicates the number of
[6]. Our approach extends existing techniques in that syimbotokens contained in the corresponding plage The initial
representations are constructed for non-modular, flat imodéate is given by = (0,1,0). The whole state graph is given
descriptions. In the approach described here, the symbaficFig. 2 (A), where the capacity of place Queue is bounded
representation of the overall model is obtained by mergifny 2. One may encode each S¥ by applying an injective
symbolic activity-local representations of transitioich a encoding functior€ : {0,..., K;} — B"si  where we may
scheme of activity-local state graph generation does mptire choosen,, > [log,(K; + 1)]. In our running example the
the high-level description to be hierarchically structuii@ encoding of the initial state is given by the Boolean vector
order to obtain a compact symbolic representation of thhe= (00,1,0). One may also encode the activity labels in
underlying state graph. We also show that the state spacsimilar way: If there ard{ 4., different activities, we can

of the overall model may only need to be explored partiallglefine a functior? : Act — {0,..., K. — 1} which returns
Therefore the here illustrated approach is highly suited fan index for each activity. We can then encode the index of
performance evaluation tools, such as Mobius [2], wheee tkach activity by applying an encoding functiénon the set
high-level description is mapped onto the correspondiatest of activity indices.

graph in a monolithic manner. By applying this scheme, o
can expect both runtime and memory savings.

Il. SymBoLIC STATE GRAPH REPRESENTATION

"or encoding the state graph, Boolean vg&mncodes the
values of the SVs before (source state) arid(target state)
The paper is organised as follows: In Sec. Il, we brieflgfter an activity’s execution, and the activity label is eded
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by the Boolean vectai. The execution of an activityis thus S., are given in Fig. 2 (D) For example, the execution of

encoded by the following scheme: activity arrive yields the following encoding scheme:
l - .
(51 050) & (5 -50)) = @58) ((Q.1.8) 2™ (@', 1,5)) = (00, bybs, bi b))

Note that, for simplicity, we concentrate on tangible state
only, i.e. we assume that vanishing states are eliminated “®. Generation of the symbolic state graph representation
the-fly”.
The idea behind activity-local state graph generation is as

B. MTBDD-based state graph representation follows: At the first stageK 4. MTBDDs M; are constructed.

] ] ] These encode the set of dependent S¥s,) before and
An ordered MTBDD M is a canonical representation Ofpger 5 specific execution of activity Once all transitions are
a function of type fw : B” — D, whereD is a finite Set. gonerated, each of these activity-local MTBDBIs needs to

We assume that the MTBDD variables have the followingg gnpjemented by its individual set of symbolically eremd

ordering: At the firsth 4 levels from the root are the Variableshot-dependent SVS,,, yielding the symbolic representation

2;, encoding the activity labels. On the remaining levels Wt 1o ‘set of potential transitions induced by activityFi-
have2n, := 23 " | n,, variables, encodln_g the source- anq]a"y the K 4; supplemented MTBDDs, denotéd,, must be
target values of the, SVs. In order to obtain small MTBDD 1qrgeq in order to encode the transition relation of thealver
sizes, the variables; and b; are ordered in an interleavedy,qe| A symbolic reachability analysis needs to be carried
fashion, yielding the following overall variable orderif@: ¢ then, in order to restrict the potential transition tiefa to

ap <...an, <by <bj <...<b,, <b the actually reachable states.

Standard arithmetic (and Boolean) operators can be impfd- L@yout of the state graph generation procedure: We pro-
mented efficiently on the MTBDD data structure with the helf0S€ 0 break the major task of conventional state space
of the so-called APPLY algorithm. The table in Fig. 2 (BfXPloration and symbolic encoding into two parts:

shows the binary encoding of the state graph of the runni@ A_ c_:onventlonal state space exploration aIgorlt_hm flr_ids a
example, and part (C) shows the corresponding symbolic ré@nsmons bet\_/v_een reachable st_ates, by successively fitl
resentation by means of an MTBDD. In the MTBDD, a dashdghabled transitions, one at a time, for each detected state

(solid) line indicates the value 0 (1) of the corresponding€SCriptor. As a consequence the algorithm needs to openate
Boolean variable. two data structures: (i) A state buffer, containing the adie

detected but not yet explored states. (ii) A transition éyff
holding detected transitions of the forf#, [, A, 3') which are
to be entered into the activity-local MTBDDI,;, wheres and
§' are the state descriptors before and after the execution of
A. Partitioning of the state descriptor activity [, and where) is the rate of the activity.

b) The exploration part is complemented by an adminigtrati
The execution of an activitydepends on a set of SVs, denotegart, which collects and encodes the detected transitiams f
aspre-set 5;), where the execution itself will change a sefye transition buffer and inserts them into the activitgdb
of SVs, denoted apost-set (5;e). The union of these sets\iTBDDs. Furthermore, it must decide whether a state needs
yields the set of dependent SVS,, := S5, U Sie, and its g pe entered into the state buffer or not. Since the stateespa
complement is denoted &.,. The elements of5;, are the gshould be only visited partially, in order to save time, the
SVs, which are neither affected i execution, nor do they conditions of inserting a state into the state buffer neebleto
influence its enabling condition. considered carefully, see Sec. IV.

This (_:oncept of_ dependent and indepe_n_dent_ SVs vyields tﬁ)eGenerating the symbolic activity-local sate graphs: Each
follpv_vmg encoding scheme for a transition induced by afiansition(s, 1, \, 5) is taken from the transition buffer, the de-
activity i: pendent SVsS,, are encoded in binary form and inserted into
Loror _ / the respective MTBDDM,. We propose to employ temporarily
C, y e = lv ’ ) . . L
((Sd“s ) = (54, 8 l)) (4, S, Sa,) unreduced MTBDDs at this stage, in order to minimize the
where Sy, refers to the SV before ansf; afterl's execution. runtime of the insertion procedure [1]. The algorithm for
S., can be omitted, since its elements are immaterial/for inserting the MTBDD-based representation of an activitel
execution. The possible values §f, and S, will be inserted transition intoM; can be sketched as follows:
later during the stage of symbolic completion and compmsiti (0) SymbolicEnEM,, 54,1, A, 54, )

IIl. SYMBOLIC ACTIVITY -LOCAL STATE GRAPH
GENERATION

We can apply the concept of pre- and post-set directly () NewTrans := M(b;E(34,)) AM(b';E(3a,"))
the Boolean vectors which encode the state variables. For @) NewTrans := NewTrans -

running example, the activity-dependent binary encode®s (3) M, := M; + NewT'rans

well as the activity-dependent sets of Boolean vectysand (4) return
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(A) State graph of the running example (C) Symbolic representation by MTBDM!

“\ initial states

(0,1,0)

a1

az

5

arrive, A by
by

arrive, A bo

dequeuer arrive, A

Service,, (2,0,1)

(B) Binary encoding of the state graph

[ @ [[ babs [ bs [ ba [ bTBG [ b5 [ b4 [ fu ]

00 00 110 01 1]0 h)

00 01 1|0 10 1] 0 h)

00 00 0 [ 1 01 0 |1 h)

00 01 0 1 10 0 1 \ (D) Activities, their encoding and their seffy;, and S,
[o1]l o1 1[0 0 [0]1T] p] vy 151 3 — —
[or 10 [t of o fofui],] o il ysnmehoie ) Sq=515%,

10 00 0] 1 00 1] 0 m arrve 1,bs 3,ba

10 01 0 1 01 1 0 m dequeue| 1 | 01 b1, bz, bs, by 0

10 10 0 1 10 1 0 m service | 2 | 10 bs, bs by, bo

Fig. 2. State graph, binary encodings, corresponding MTBIDD activity-dependent sets of SVs

HerebyM; := 0 before the first insertion. The vectofg and IV. PARTIAL STATE SPACE EXPLORATION
34, " encode the values of the dependent SVs before and after
the execution of. Parameten is the rate between these twdn the following, we consider the condition for entering atet
states, which will be stored in a terminal vertexMf. M is into the state buffer, in order to do as few exploration s&ps
the minterm function which constructs the conjunctionnof necessary. Following a standard breadth-first searchegyrat
literals given as first argument (e.§). according to the value one may enter a target stafé(resulting from the execution of
given as second argument (e&f57,))- activity [) into the state buffer, if for all activities the activity-
dependent marking,, ' € 5§’ is not contained (as source
tate) in M. If one only checked\; for the containment
leé‘dl ', the algorithm might stop too soon and states might
e omitted. On the other hand, in many casés will not
. . ) containsy, ’, sincek may not be enabled in this marking. As
inserted into #each/ MTBDLM,. For the variables fromb., . .,nsequence, a state would be always entered into the state
the conditionb = " must hold, because under activitthe 1, a1 ths the algorithm would never stop. Therefore weche
SVs Si € Scl do _not change their value, th_ey stay stable. Thlﬁ supplement each state by a list of activities which could
condition is achieved by the BDStab; defined as follows: possibly be executed by the exploration part. The critefion
- an activity k to become a member of such a list is given by
Fstan (0,07) := /\ (bi = b;) sd, | ¢ M. However, since we follow a breadth-first search
Vbi€Se, strategy, one needs to check only those activities whicthimig
L _ ) _ be newly enabled or re-enabled after the execution of &gtivi
It is interesting to note that the interleaved ordering & thy therefore we define two activitidsand k as dependent if
variables minimises the_ numbgr of verticesSitib;. In order they share at least one SV, i.64, N Sy, # 0, otherwise the
to enable the calculation of impulse rewards, we need I iries are considered asdependent. The set of dependent
insert the encodlng of the activity labels (represented l%)étivities for activityl is thus given by:
BDD M (3, £(Z(1))) into M; as well. Now one can sum the
K 4. activity-local MTBDDs, where the whole process of Ty, = {k € Act | Sg, N Sy, # 0}
completion and merging is given by:

3) Merging of activity-local MTBDDs. After the activity-

local MTBDDs are generated, the overall state graph can
generated by merging the activity-local MTBDDs. Before thﬁ
actual merging, the symbolic encoding of the Sgt must be

Note that according to this definition we have T, since
M = Z M(g’g(z'(l»,ml _ Z M(3, E(Z(1))-M;-Staby, it is possible that is enabled again i8’. ThusT,, contains
I Avt I et at least activityl. For each activityk € Ty, one needs to
check whether or not MTBDIM,, contains the encoding of
The MTBDD M thus constructed encodes the potential set tfe activity-dependent marking;, ' given by §’. In case it
transitions of the overall model. does not, activityt is considered as being potentially enabled,
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larrive, dequeue, service]
0,1,0 |(arrive)
arrive, A

larrive, dequeue]
(arrive, dequeue)

[service, dequeue]
(service)

larrive, dequeue]
(dequene)

- ) dequeue, p
“_arrive, A

Lol [dequeue]

[service, dequeue] )
(0 service, -

“sarrive, A

Sets of dependent activities:

Ty . :={arrive,dequeue}
arrive .— {arrive, service, dequeue
ddequeue ’ ce, ged
Tg%eaverve.— {dequeue, service}
service

as follows:
(0) ExploreStatéState Buf fer)

(1) readStateBuf fer, s, Es,)

(2) foreachke E;; do

3) if k£ enabled ins then

(4) (87,)) := sucds, k)

(5) inser{TransBuf fer, 3, k, X\, 5") fi
(6) od

(7) return

where suc(s, k) returns the successor statein case activity
k is executed irs, as well as the respective rate(line(4)).

V. SUMMARY AND FUTURE WORK

In this short paper we have shown how symbolic state graph

representations can be constructed in the context of ntbioli
models. We saw that only parts of the state graph need
to be generated, yielding advantages concerning run-time
behaviour. The complete state graph of the overall model
is constructed by merging the activity-local state graphd a
subsequent symbolic state space exploration. So far, we hav
not considered the problem that the bourddsfor the state
variables may not be known a priori. However, we plan to
employ Z-BDDs [4] and their extension to the multi-terminal
gase, yielding Z-MTBDDs. The reduction rules for this tyge o

Fig. 3. State Tree under a partial exploration scheme

which gives us the set of potentially enabled activitiesdach
states”’ reached through activity.

Egry={k € Ty, | 5, " ¢ Mi}

In the initial state all activities are candidates for being®>>" . o . )
enabled, thuss, . = Act, wheres; is the initial state. Fig. 3 ecision diagram enable an efficient handling of this pnable
shows the state tree, where each activity-dependerfses FUrthermore the use of Z-MTBDDs reduces the memory
given in {...} and each set of potentially enabled activitiekeduirements for representing.; [3].

Eg,, is given in[...]. The sets of activities given if...) The performance evaluation tool Mobius [2] is capable of
contain those activities fronk’y, ; whose enabling condition exploiting symmetries specified within a model, generating

is evaluated to true by the exploration part. As illustrailed reduced state space by applying the lumpability theorem on-
the figure, the scheme introduced above reduces the numbethetfly [5]. We plan to support this feature during the synibol
transitions explicitly established, e.g. activityrvice is only state space generation as well. Furthermore, we also plan to
executed once. It is interesting to note that some reachabiteselop an efficient scheme for handling reward variables in
states (herg2,0,1)) will not be visited at all during this the symbolic context, especially in combination with regiic
phase, since the states in the dashed boxes would be aVgrall models.
(re-) visited in case a conventional state space layout and

exploration routine were employed. In contrast, the atpani

described here will stop at the states framed by double boxes

Our algorithm can be sketched as follows:

(0) EvaluateTransitioff ransBuf fer)
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