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2 On Ground-Based GPS Tropospheric Delay Estimation

Abstract

NAVSTAR GPS has become an important aid in navigation and precise space geodesy.
Permanent tracking networks like the global IGS net of the International GPS Service for
Geodynamics and regional densifications like the German Reference Frame GREF have
become very valuable for many scientific applications. For parameter estimation in large-
scale networks, two major error sources have to be reduced, namely the orbit error of the
GPS space vehicles and the propagation delay in the troposphere. In 1992, the IGS started
to produce precise GPS orbits which became a standard product of high precision that
virtually eliminated orbit uncertainties from the list of significant contributors to the
overall error budget. The remaining problem is that of modeling wet delays with high
precision. All conventional models have to fail in this task due to the impossibility of
modeling wet delays solely from surface measurements like temperature and relative
humidity. Actually, the non-hydrostatic component of the tropospheric propagation delay
is highly influenced by the distribution of water vapor in the lower troposphere which
cannot be sufficiently predicted with sole help of surface measurements. A work-around is
to include atmospheric parameters as additional unknowns in the analysis of GPS data
from permanent monitor stations that turns out to improve the quality of position
estimates. Moreover, knowledge of zenith wet delays allows to obtain a highly interesting
value for climatology and meteorology: integrated or precipitable water vapor being
important for the energy balance of the atmosphere and holds share of more than 60% of
the natural greenhouse effect. GPS can thereby contribute to the improvement of climate
models and weather forecasting.

This work outlines the application of ground-based GPS to climate research and
meteorology without omitting the fact that precise GPS positioning can also highly benefit
from using numerical weather models for tropospheric delay determination for
applications where GPS troposphere estimation is not possible, for example kinematic and
rapid static surveys. In this sense, the technique of GPS-derived tropospheric delays is seen
as mutually improving both disciplines, precise positioning as well as meteorology and
climatology.

Chapters 1 to 4 constitute the theoretical part of this study with first introducing the
reader to the importance of water vapor and tropospheric delays (Chapter 1) and
outlining the principles of GPS data processing (Chapter 2) with special emphasis on
tropospheric delay modeling (Chapter 3). Furthermore, a brief introduction to numerical
weather models and extraction methods for needed data is given (Chapter 4) and
approaches to combine both data sets - tropospheric delays from numerical weather fields
and GPS delays - are described.

Chapters 5 to 7 describe several experiments to validate and assess the quality of
numerical weather model data (Chapter 5), GPS-derived troposphere propagation delays
(Chapter 6) and combined solutions (Chapter 7). Finally, a summary of the application
of ground-based GNSS for tropospheric delay estimation is given (Chapter 8).



On Ground-Based GPS Tropospheric Delay Estimation 3

Zusammenfassung

NAVSTAR GPS ist inzwischen zu einer wichtigen Hilfe fiir die Navigation und prdzise geoddtische
Raumverfahren herangewachsen. Permanente Netzwerke wie das IGS Netz des Internationalen
GPS Service fiir Geodynamik und regionale Verdichtung wie beispielsweise das Deutsche
Referenznetz DREF haben sich fiir viele wissenschaftliche Aufgaben als ausgesprochen wertvoll
erwiesen. Zwei wesentliche Fehlerquellen miissen zum Zwecke genauer Parameterschdtzung in
grofsen Netzen jedoch reduziert werden: die Orbitfehler der GPS-Satelliten und die
Laufzeitverzogerungen in der Troposphdre. 1992 begann der IGS mit der Produktion genauer
GPS Bahnen und verschiedene Verbesserungen fiihrten dazu, dass dieses Standardprodukt Orbit-
Unsicherheiten in der praktischen Nutzung des GPS fast vollstdndig von der Liste der bedeutenden
Fehlereinfliisse eliminiert hat. Es verbleibt das Problem, die feuchte Komponente der
troposphdrischen  Laufzeitverzogerung mit hoher Genauigkeit zu modellieren. Alle
konventionellen Modelle miissen in dieser Hinsicht zwangsldufig versagen, denn in der Tat wird
die nicht-hydrostatische Komponente der troposphdrischen Laufzeitverzogerung majfsgeblich von
der Verteilung des Wasserdampfes in der unteren Troposphdre beeinflusst, die nicht auf Grund
der alleinigen Kenntnis von Oberfldchen-Messungen wie Temperatur und relativer
Luftfeuchtigkeit prddiziert werden kann. Aus diesem Grunde wird versucht, die feuchte
Laufzeitverzogerung als gzusdtzliche Unbekannte in die Analyse der GPS-Daten von
Permanentstationen aufzunehmen und die so erzielten Ergebnisse verbessern zweifelsohne die
Qualitdt der Positionsbestimmung. Weiterhin erlaubt die Kenntnis der feuchten Laufzeit-
verzogerung aber auch die Ableitung einer fiir Klimatologie und Meteorologie interessanten
Grofse, ndmlich der des integrierten Wasserdampf-Gehaltes, die fiir den Energiehaushalt der
Atmosphdre von grofSer Bedeutung und verursacht mehr als 60% des natiirlichen Treibhaus-
Effektes. GPS kann damit gzur Verbesserung von Klima- und Wettervorhersage-Modellen
beitragen.

Diese Arbeit stellt die Anwendung des bodengestiitzten GPS fiir Klimaforschung und Meteorologie
dar, ohne dabei die Tatsache zu vernachldssigen, dass die prdzise GPS Positionierung ebenfalls
stark von der Nutzung numerischer Wettermodelle zum Zwecke der Bestimmung des
Troposphdren-Fehlers profitieren kann, ndmlich bei Anwendungen, welche die Mitschdtzung
dieses Fehlers nicht erlauben, beispielsweise im Bereich des kinematischen GPS. In diesem Sinne
wird die Technik der GPS-basierten Bestimmung troposphdrischer Laufzeitverzdgerungen als fiir
beide Disziplinen gewinnbringend betrachtet, fiir die prdzise Positionsbestimmung genauso wie
fiir Meteorologie und Klimatologie.

Kapitel 1 bis 4 bilden den theoretischen Teil dieser Arbeit. Zundchst wird der Leser in die
Thematik eingefiithrt (Kapitel 1) und anschlieffend werden die Grundlagen der GPS Daten-
Progzessierung beschrieben (Kapitel 2), wobei besonderer Wert auf die Modellierung der
troposphdrischen Laufzeitverzogerung gelegt wird (Kapitel 3). Weiterhin wird eine kurze
Einfithrung in numerische Wettermodelle sowie in die Methoden zur Extraktion der bendtigten
Daten gegeben (Kapitel 4) und Ansdtze zur Kombination beider Datensdtze - troposhdrischer
Verzogerungen aus numerischen Wetterfeldern und GPS Verzdgerungen - werden beschrieben.

Kapitel 5 bis 7 beschreiben verschiedene Experimente zur Validierung und Qualitdtsabschdtzung
von numerischen Wettermodell-Daten (Kapitel 5), GPS-basierten troposphdrischen Laufzeitver-
zogerungen (Kapitel 6) und kombinierten Losungen (Kapitel 7). SchliefSlich wird eine
Zusammenfassung der Anwendung von GNSS fiir bodengestiitzte Bestimmung troposphdrischer
Parameter gegeben (Kapitel 8).
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List of Symbols

The symbols used in this work and their preferred units are listed in the table below.
Note that certain symbols can have several meanings depending on the particular
context. In many cases, the symbols are explained separately under each formula
where they appear. Units given in the table denote the most commonly used way to
express the mentioned quantity. The symbols are not always ordered alphabetically in
a rigorous manner. Instead, it was tried to form groups of symbols belonging together.
Symbols not listed here might be included in the subsequently printed List of
Acronyms.

X >y x is higher then y

X >>y x is much higher than y

X<y x is smaller then y

X <<y x is much smaller than y

X=y x isequal toy

X»y X is approximately equal to y

xty X is unequal to y

X0y x is identical with y

N !:y x is expected to be equal to y (expresses a condition),
or x should be equal to y

X~y X is proportional to y

X® ¥ x converges to infinity

UL ..and ...

UL ... OF ...

P .. from ... follows that ...

0 . ... is equivalent to ...

ab dot product of vectors a and b

a’ b cross product of vectors a and b

A’ inverse of matrix A

|| absolute value of x; |-5|=5, |5| =5

atan?2 special arctan function of the C programming language; computes the
heading angle y with a range of -p to +p given the inputs in form of
siny and cos y (arctan only has a range of -Y2p to +2p)

arccos arcus cosine, reverse cosine function

arctan arcus tangent, reverse tangent function

Cos cosine

csc cosecants

exp(x) exponential function e* with e being the Euler number e = 2.71 ...

int integer function; int -6.55 = -6; int 6.55 = 6

lim limes, limit

In logarithmus naturalis; natural logarithm

sgn signum function; sgn x = 0 for x=0, -1 for x<0 and +1 for x>0

sin sine

tan tangent
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trace sum of all diagonal elements of a (quadratic) matrix

[mm] millimeters; 1000 mm = 1 m

[cm] centimeters; 100 cm = 1 m

[dm] decimeters; 10dm = 1 m

[m] meters

[gpml] geopotential meters; same as meters, but indicates that the corresponding
height is a geopotential height

[km] kilometers; 1000 m = 1 km

[Mm] megameters; 1000 km = 1 Mm

[m?3] cubic meters

[s] second

[ss] second

[sec] second

[min] minute

[h] hour

[hh] hour

[d] day

[dd] day

[mon] month

ly] year

lyyyyl year (4 digits)

[Pa] pascal

[hPa] hectopascal

[mbar] numerically equal to hectopascal

[psial 1 psia = 68.94745 hPa

(K] kelvin

[°C] degrees centigrade

[°R] degrees reaumur (absolute temperature)

[%] percent

[kgl kilogram

Ul joule

[N] newton

cycl cycles

rad] radians (2p = 1 cycle)

‘] degrees (360° = 1 cycle)

[

[

[

[deg] degrees
[ arc-minutes

["] arc-seconds

[arcsec] arc-seconds

a semi-major axis of GPS satellite trajectory

ay, a;,a, polynomial clock error coefficients for offset (a,), drift (a,) and aging (a,)
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a, a, linear combination factors for the original L, and L, carrier phases
a,b,c mapping function coefficients
a probability defining the significance level p = 1-a or p = 1-a/2
a geodetic azimuth
ay, geomagnetic azimuth
A design matrix or functional matrix
b baseline length
b temperature lapse rate in [K/km]
b reciprocal period 1/T of a Gauss-Markov process
C speed of light (in vacuum, c = 299 792 458 m/s)
c, C;, ¢, coefficients of series expansion of ionospheric refraction ngy
C constant of first order ionospheric delay (C = 40.3 m3/s2)
C auto-covariance function
c*, quantile of the c*-distribution for f degrees of freedom and probability p
C/N signal-to-noise ratio
D day of year elapsed since January 1* of year Y
(computation of ocean loading displacements)
D gravity acceleration correction factor for SAASTAMOINEN model
d vector of innovations
d, innovation linked to measurement i
d, effective dipole vector of the receiving antenna
at site A referring to satellite i
d effective dipole vector of the transmitting antenna
of satellite i referring to site A
d,g length of baseline AB
dyax threshold for maximum baseline length accepted (ambiguity fixing)
db error in baseline length
Db bending correction
db’ satellite/transmitter hardware bias
db, receiver hardware bias for channel ch{i} that is tracking satellite i
D outlier associated with observation i
DoY Day of Year (start: 1 = January, 1%)
DoY, day of "maximum winter",
28 for northern and 211 for southern hemisphere
DE,; eastward component of the antenna eccentricity correction
Df difference of the values of the function that is to be differenced
df GPS satellite broadcast frequency error invoked by S/A
dDF ' error of single difference carrier phase due to S/A clock dithering
DF ' ory  Orientation correction for phase measurement at station A to satellite i
dh differential increment in height
dH differential change in height (H: height above sea level, geopotential height)
di correction term for inclination of GPS satellite trajectory
di/dt change of inclination of GPS satellite trajectory
Dm absolute height correction for NIELL hydrostatic mapping function
Dn filter length for receiver clock error check
DN ¢ northward component of the antenna eccentricity correction
dNDN triple-difference ambiguity for cycle-slip detection
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dWdt change in ascending node of GPS satellite trajectory

dp differential change in pressure

DQ"Y elevation-dependent antenna phase center correction term in meters
dr orbit error

dr correction term for radius of GPS satellite trajectory

DR,; radial (upward) component of the antenna eccentricity correction
ds differential increment in distance (line of sight)

dS'ycug combined receiver and satellite clock error term

dS'sivo; hydrostatic slant path delay

dS'wg  error due to receiver/transmitter hardware biases

dS's 1oy ionospheric propagation delay

dS' e total/neutral slant path delay from receiver antenna A to satellite i
dS'yorn receiver/transmitter antenna orientation correction

dS'yecy antenna phase center variation error

dS'sroe relativistic radar delay effect

dS' ey correction term due to relativistic effects

dS'eg, relativistic periodic effect for satellite i

dS'ysvney synchronization error induced by receiver clock error dt,
dS'ywor  tropospheric propagation delay (total slant path delay)

dS' e non-hydrostatic or wet slant path delay

dt satellite clock error

dt, receiver clock error

dt satellite clock error

dt', receiver clock error at station A determined via satellite i

dt’, moving average receiver clock error estimate at station A
dt'\ioray ~ combined satellite/receiver clock error

dtyiax maximum residual of receiver clock error allowed

Dt difference of sampling times between both receivers

Dt difference of signal propagation times

dt increment in elevation, correction due to refraction

du correction term for latitude argument of GPS satellite trajectory
Dx differentiation spacing (for numerical differentiation)

Dx seasonal variation of meteorological value (MOPS model)
DXcorr vector of coordinate corrections

DX,ax point jump detection threshold

DXpv o relative antenna phase center offset vector between L, and L,
D) vl distance vector between the sun and the GPS space vehicle
DXpey GPS satellite phase center correction vector in the ECEF system
DXpey receiver antenna phase center offset vector

DX(t)yg, velocity correction vector at epoch t

DX(t)ger solid earth tide correction vector at epoch t

DX(t)pr pole tide correction vector at epoch t

DX(t)o1 ocean loading correction vector at epoch t

DX antenna eccentricity vector

dX error of coordinate component X

DX translation in direction of X-axis (datum shift)
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DY translation in direction of Y-axis (datum shift)

DZ translation in direction of Z-axis (datum shift)

Dz difference between geometric and apparent ("actual ") zenith angle

dZWD,  error of zenith wet delay

DZWD,; zenith wet delay difference between station A and B

E eccentric anomaly of GPS satellite trajectory

e eccentricity of GPS satellite trajectory

e partial water vapor pressure [hPa]; e = f(T, RH)

e, surface (antenna) partial water vapor pressure in [hPa]

E identity matrix

E{..} expectation value

€ unit vector (all cells are zero, but row i is 1)

e unit vector from receiving to transmitting antenna (LOS-vector)

ey unit vector in direction of the x-dipole element of the receiving antenna

ey unit vector in direction of the x-dipole element of the transmitting antenna

e, unit vector in direction of the y-dipole element of the receiving antenna

e unit vector in direction of the y-dipole element of the transmitting antenna

ey unit vector along the GPS satellite-fixed x-axis, expressed in ECEF system

ey unit vector along the GPS satellite-fixed y-axis, expressed in ECEF system

e, unit vector along the GPS satellite-fixed z-axis, expressed in ECEF system

€, geodetic (ellipsoidal) elevation angle between station A and satellite i

Euin threshold for minimum elevation accepted (ambiguity fixing)

e residual or difference between two values

ey geomagnetic elevation angle

er noise term of carrier phase measurements

[ noise term of pseudo-ranges

Euax maximum difference between two ambiguity estimates allowed,
threshold for cycle slip detection

e, rotation around X-axis

g, rotation around Y-axis

e rotation around Z-axis

F functional matrix (e. g. for error propagation)

f number of statistical degrees of freedom

f function

f frequency of carrier wave

f, flo frequency of carrier signal L, and L,, respectively

fs satellite broadcast frequency

fwes flattening of WGS84 ellipsoid (f,,s = 1/298.257224)

f, difference angle between tangent to atmospheric shell and parallel line to
surface

F carrier phase measurement in units of cycles; F , = Q. /I .,

Fo initial carrier phase

F' carrier phase measurement, carrier beat phase in cycles

F rec received carrier phase from satellite i in cycles

F' carrier phase of satellite i in cycles

F rer phase of reference signal generated by the receiver A in cycles

GM geocentric gravitational constant (WGS84: GM = 3,986005-10"* m3/s2)
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gravity acceleration in m/s2

surface gravity of the normal gravity field at 45° latitude, g = 9.80665 m/s>
weighted mean gravity acceleration

effective gravity

straight line defining the umbra ray

straight line defining the penumbra ray

gradient in northward direction

gradient in eastward direction

horizontal gradient at site A in northward direction

horizontal gradient at site A in eastward direction

Love number (h, = 0.6090)

surface height

height of the center of the atmospheric column above the ellipsoid in [km]
height of the antenna site above the ellipsoid in [km]

height above sea level

orthometric height of station in [m]

height of site above sea level in [km]

effective height of the dry atmosphere above the surface in [km]
effective height of the dry atmosphere for a temperature of 0 °C in [km]
height of the tropopause

effective height for the wet component (identical with H;)
inclination of GPS satellite trajectory

integrated water vapor in kg/m?2

transformation matrix (similarity transformation)

ellipsoidal latitude

geocentric latitude

Kalman filter gain matrix

gain matrix for smoothing computations at epoch k (backward in time)
current epoch

previous epoch

refraction constants

vector of observations

vector of approximated observations

vector of adjusted observations

vector of reduced observations, vector of pre-fit residuals

SHIDA number (I, = 0.0852)

scale factor for Black mapping function

geodetic (ellipsoidal) longitude

geomagnetic longitude

wavelength of carrier wave

wavelength of the L, carrier signal (I ,; = 19.02 cm)

virtual wavelength of linear combination with coefficients a, and a,
virtual wavelength of the wide lane linear combination

mean anomaly of GPS satellite trajectory

mean anomaly of GPS satellite trajectory at reference epoch t.;
mass ratio of moon to earth (m,,oo/m; = 0.012300034)

mass ratio of sun to earth (my ,/m, = 332945.94)
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m scaling of network; g = (1+m)

m tropospheric mapping function

m mass

M, molar mass of gas i

M, molar weight of dry air (M, = 28.9644 kg/kmol)

M, molar weight of wet air (M,, = 18.0152 kg/kmol)

MP multipath signal (code-minus-carrier)

1 mean (true) value of ensemble

N time argument for computation of scale factor and phase angle offsets
(ocean loading displacements)

N, ambiguity term (phase bias) of measurements from antenna A to satellite i

N, electron density in electrons/m3

Nion index of ionospheric refraction

n index of atmospheric refraction

n(s) index of refraction as function of distance s

N reduced index of (tropospheric) refraction, refractivity

Nivo) hydrostatic refractivity

Nwen wet refractivity

Ny computed, uncorrected mean motion

n number of observations

n number of epochs

n number of realizations of a process

N normal equation matrix

wW argument of ascending node of GPS satellite trajectory

W, ascending node at reference epoch t., of GPS satellite trajectory

W, rotation angle elapsed during time of signal travel t',

W, angular velocity of the earth (WGS84: w, = 7.2921151467-10" rad/s)

P weight matrix of the observations

Pi weight associated with observation i, diagonal element of matrix P

p probability, significance level; p = 1-a (one-sided) or p = 1-a (two-sided)

o} pressure of ideal gas i

p total pressure in hPa

Pq dry pressure; p, = p - e

Ps surface (total) pressure or pressure at antenna site in hPa

Po surface/antenna pressure in [hPa]

PR, measured pseudo-ranges between satellite i and receiver A

PW precipitable water in mm; IWV = PW/r with r: density of liquid water

PWV precipitable water vapor in mm; alternative term for PW used by some
authors

q geodetic (ellipsoidal) pole distance (co-latitude, q = 2p-j )

O geomagnetic pole distance (co-latitude)

q scaling factor of network (datum parameter)

q process noise parameter, often called g-factor

Qamp amplifier for g-factor

Q factor for conversion of ZWD into PW; Q = f(T,)) = ZWD/PW » 6.2

Q. cofactor matrix of the observations

QLL‘

cofactor matrix of the adjusted observations
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Quw cofactor matrix of the residuals

QO cofactor matrix of the adjusted parameters

i element of cofactor matrix Q,,, associated with observation i

Jas scaling factor

dy amplifier

q; zenith angle scaling factor

q scaling factor of network; q = (1+m)

Q carrier phase measurement in units of meters; Q,, = F % ;

q angle between ray and tangent to the spherical shell passing through the
slant profile point

r orbit altitude (r = 20000 km for GPS satellites)

r radius of GPS satellite trajectory
radial distance from earth center to GPS antenna

re radius of the earth (r, = 6 371 km)

rs radius of the sun (r; » 696 000 km)

R matrix of redundancies

R rotation and scaling matrix (datum transformation)
r, redundancy associated with measurement i

R specific gas constant

R

0 universal gas constant; R, = 8.31434 [J mol’ K]

RH relative humidity in %

r correlation coefficient between observation i and j

r. density of gas i

row density of liquid water

I 27wois B correlation coefficients between zenith wet delay at station A and B
K geometric distance between receiver antenna A and satellite i

S, empirical variance of the weight unit a posteriori, global value

so> empirical variance of the weight unit, individual value for each

observation (outlier)

Sw empirical standard deviation of the mean wide lane ambiguity

s? variance

S, standard deviation of the weight unit a priori (theoretical value)

S, theoretical standard deviation of observation i

s PO theoretical value of the empirical standard deviation of the weight unit

Sqi (theoretical) standard deviation of innovation linked to observation i

Sp standard deviation of the outlier associated with observation i

SE standard deviation of the undifferenced phase observation

So original standard deviation of the phase measurement

Sy scaling factor for elevation-dependent weighting

S 2wDiA standard deviation of zenith wet delay at station A

S similarity matrix (similarity transformation)

Sy covariance matrix of the innovations

S, covariance matrix of the observations

S, "tuned" covariance matrix of the observations

S theoretical covariance matrix of the adjusted parameters

Syx empirical covariance matrix of the adjusted parameters

S« predicted covariance matrix of the states
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S updated covariance matrix of the states

Sy predicted covariance matrix (forward run)

S e updated covariance matrix (forward run)

S - covariance matrix of updated state vector (backward run)
S smoothed/combined covariance matrix

S process noise matrix

SND slant neutral delay

STD slant total delay (identical with SND)

SHD slant hydrostatic delay

SWD slant wet delay

t epoch (time)

t observation epoch in years

trer reference epoch in years

t true GPS time at the measurement epoch

t' receiver time at the measurement epoch

t, time elapsed since the reference epoch of the GPS satellite orbits
toc time of clock, reference epoch of clock error coefficients

toe time of ephemeris, reference epoch of the orbit elements

tor time of receipt

tor time of signal transmission by satellite i

t' time of signal travel between satellite i and ground station A
T period of a Gauss-Markov process

T transition matrix

T temperature in K

t temperature in [°C]

Tc temperature in [°C]

Ty (weighted) mean temperature of the atmosphere in [K]

ty (weighted) mean temperature of the atmosphere in [°C]

T, surface/antenna temperature in [K]

t, surface/antenna temperature in [°C]

T surface temperature or temperature at antenna site in [K]
TEC total electron content

t signal propagation time

t increment in time

u argument of latitude in the GPS satellite system

Uy uncorrected argument of latitude in the GPS satellite system
u number of unknowns

v true anomaly of GPS satellite trajectory

Vi residual associated with observation i

Vy(trer) velocity vector of station at reference epoch in meters per year
Vion ionospheric amplification factor

VTEC vertical total electron content

% vector of post-fit residuals

Vv volume

% factor for conversion of zenith wet delays into integrated water vapor
w white noise

w test quantity associated with the blunder in observation i
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maximum outlier

vector of adjusted parameters

vector of approximated unknowns

reduced vector of adjusted parameters

predicted state vector

sub-vector containing the ground station coordinates

sub-vector containing the tropospheric parameters

sub-vector containing the satellite orbit biases

sub-vector containing the ambiguities

updated state vector

combined/smoothed state vector matrix

updated state vector matrix (forward run)

predicted state vector matrix (forward run)

updated state vector (backward run)

weighted mean coordinate component

filtered coordinate component at epoch i

local coordinate vector consisting of the

northward (x), eastward (y) and radial component (z)

vector of antenna eccentricity corrections in the local level system
vector of ocean loading corrections in the local level system
vector of pole tide corrections in the local level system

geodetic position vector, global, Cartesian, ECEF

coordinate vector of the point monument

antenna phase center position vector at epoch t

global geocentric coordinate vector of the origin

of the local topocentric system

geomagnetic position vector

position vector of the sun, expressed in the ECEF system

position vector of the GPS space vehicle, expressed in ECEF system
average meteorological value of MOPS troposphere model
x-component of the pole in arc-seconds

y-component of the pole in arc-seconds

year, 4 digits, e. g. 1999

quantile of normal (Gauss) distribution at a significance level of p
minimum quantile of the Gauss distribution to be exceeded by the test
quantity

maximum quantile of the Gauss distribution not to be exceeded by the test
quantity

observation equation i (function of the unknowns X,)

vector of observation equations as functions of the unknowns in vector X
observation equation for the L, carrier phase measurement

zenith angle in radians or degrees, "geometric" zenith angle
apparent ("actual") zenith angle

zenith hydrostatic delay in mm

zenith neutral delay in mm

zenith total delay in mm; note that ZND is identical to ZTD
zenith wet delay in mm
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WD, zenith wet delay at site A
Z compressibility factor of gas i

inverse compressibility factors for dry 4, and wet ,, air
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List of Acronyms

A/S
atan2
BLUE
CODE

C/N
CRINEX
DEM
DoY
DoW
DWD
ECEF
EUREF
exp
GDAS
GFzZ
GREF
IERS
IGP
IGR
IGS
IGS
IGU
int
LW
ITRF
IWV
LEO
LIDAR
LOS
MEO
NCEP
NGS
NOAA
NWF
NWM
PAF
PCV
PW
PWV
RH
RINEX
RMS
ROI
S/A

anti-spoofing

see list of symbols

best linear unbiased estimator

GPS analysis center of the IGS at the Astronomical Institute of the
University of Berne, Switzerland

see list of symbols

Compact RINEX, ® RINEX

digital elevation model

day of year (range: 1 ... 365/366; start: 1 = January, 1%)
day of week (range: O ... 6, start: 0 = Sunday)
Deutscher Wetterdienst, German Weather Service
earth-centered earth-fixed coordinate system

European Reference Frame

see list of symbols

Global Data Assimilation System

GeoForschungsZentrum Potsdam

German Reference Frame

International Earth Rotation Service

IGS predicted orbits, predicted for 24 up to 48 hours

IGS rapid orbits, delivered with a latency of 2 days
International GPS Service for Geodynamics

IGS final orbits, delivered with a latency of 2 weeks

IGS ultra-rapid orbits, see also ® ULT

see list of symbols

integrated liquid water

International Terrestrial Reference Frame

see list of symbols

low-earth orbiter, satellite with small orbit altitude (» 500 ... 1000 km)
light detection and ranging

line of sight

medium-earth orbiter, satellite with medium orbit altitude (» 20,000 km)
National Centers for Environmental Prediction, USA
National Geodetic Survey, USA

National Oceanic and Atmospheric Administration, USA
numerical weather field

numerical weather model

Permanent Array Filter

phase center variation, filename suffix of antenna calibration tables
see list of symbols

see list of symbols

see list of symbols

receiver-independent exchange format

root mean square

region of interest

selective availability
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SAGE Il Stratospheric Aerosol and Gas Experiment

sgn see list of symbols

SMMR Scanning Multi-channel Microwave Radiometer

SRIF square root information filter, numerically highly stable Kalman filter
SSM/I Special Sensor Microwave Imager

DT Temps Dynamique Terrestrique

TEC see list of symbols

TOVS TIROS operational vertical sounder

trace see list of symbols

TROPAC Tropospheric Analysis Center

ULT ultra-rapid orbits, can be used in real-time, higher accuracy than IGP
VLBI very long baseline interferometry

VTEC see list of symbols

WVR water vapor radiometer

ZHD see list of symbols

ZND see list of symbols

ZTD see list of symbols

ZWD see list of symbols
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1. Introduction

1.1 Importance of Atmospheric Water Vapor for the Climate System

Water vapor' is constantly cycling through the atmosphere, evaporating from the
surface, condensing to form clouds and subsequently returning to the earth as
precipitation. Heat from the sun evaporates water and this heat is released into the air
when the water condenses into clouds and when it precipitates. The evaporation-
condensation cycle is an important mechanism for transferring heat energy from the
earth's surface to its atmosphere and in moving heat around the earth. Hence,
MOCKLER [1995] states that atmospheric water vapor is important for the climate
system and a key to understand the hydrological cycle.

1.1.1 Hydrological Cycle and Greenhouse Effect

The hydrological cycle describes the transfer of water in solid, liquid and gaseous form
through these phases as well as the physical movement of water within the ecosystem
of the earth and between its atmosphere, oceans and continents (see GABOR [1997]
and MOCKLER [1995]). In the vapor phase, water moves quickly through the
atmosphere and redistributes energy associated with its evaporation and re-
condensation. The movement of water vapor through the hydrological cycle is
strongly coupled to precipitation and soil moisture that have important practical
implications. Not all details of the hydrologic cycle are well understood, mainly due to
a lack of sufficiently good observations of water vapor.

BEviS [1992] also stresses the role of water vapor for the atmospheric energy balance
and considers the distribution of water vapor to be of high importance for the vertical
stability of the atmosphere and the structure and evolution of storm systems.
Limitations in the analysis of water vapor are treated as dominant error source for
short-term forecasts of precipitation.

With a total amount of 62%, water vapor contributes more than any other component
of the atmosphere to the greenhouse effect. Carbon dioxide only holds share of about
22% according to the UMWELTBUNDESAMT [1998]. Greenhouse gases allow much of the
sun's short-wave radiation to pass through them, but absorb or trap the long-wave,
infrared radiation emitted by the surface. Without water vapor and other greenhouse
gases in the air, the surface air temperatures would be well below the freezing point.

! Water vapor is water in the gaseous phase. Following MOCKLER [1995], several definitions exist to
express the amount of water vapor in the air: One can refer to the actual concentration of water vapor
in the air or relate the actual amount to the amount that would saturate the air. Air is saturated when it
contains the maximum possible amount of water vapor without bringing on condensation. At that point,
the rate at which water molecules enter the air by evaporation exactly balances the rate at which they
leave by condensation. Ground-based GPS allows to measure the total amount of water vapor above the
antenna site. Following the definitions given by BEviS [1992], two terms are to be distinguished: IWV
(integrated water vapor) is the quantity of atmospheric water vapor overlying a certain point (in our
case it is the GPS antenna) and describes the mass of vapor in units of kg/m?2. Alternatively, the term
PW (precipitable water) expresses the height of an equivalent column of liquid water in units of [mm].
The relation between both quantities is given by PW = IWV/r with r being the density of liquid water
(r = 1kg/dm?3).
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However, it should be pointed out that water vapor is the major source of the natural
greenhouse effect. The amount of water vapor released into the atmosphere due to
human activities is negligible compared to the amount of vapor available from natural
sources, but the natural effects are going to be amplified by an increased emission of
carbon dioxide, methane and nitrogen dioxide. It is not yet clearly understood how
these changes may affect the climate system. GPS-derived time series of water vapor
are expected to improve this situation.

1.1.2 Trends

Recent global estimates of long-term tropospheric water vapor changes show an
increase in precipitable water during the period from 1973 to 1990 that is mentioned
by MOCKLER [1995]. Largest trends can be observed in the tropics with an increase of
about 13% per decade. An analysis of water vapor trends above North America based
on radiosonde measurements from 1973 to 1993 reveals increases in precipitable
water over all regions except northern and eastern Canada where it fell slightly.
Regions of moisture increase are associated with regions of rising temperatures over
the same period, and the regions of decreased moisture are associated with falling
temperatures.

One major hindrance for an improved knowledge of the role of water vapor in the
climate system is linked to observational gaps that currently exist. Most studies
primarily rely on radiosonde data. They have a reasonably good vertical, but a poor
horizontal resolution.

1.2 The Role of Water Vapor in GPS Geodesy and Navigation
1.2.1 NAVSTAR GPS

NAVSTAR GPS is funded and controlled by the U. S. Department of Defense (DOD)
and consists of three segments, the space, the control and the user segment. The space
and the user segment are briefly explained here. For a more detailed overview of GPS
please refer to DANA [1995], HOFFMANN-WELLENHOF et al. [1993] and SEEBER [1989,
1993].

The GPS constellation consists of a minimum of 21 satellites arranged in 6 orbital
planes with 55° inclination and an altitude of 20,200 km above the earth's surface.
The orbital period is about 12 hours, so a GPS satellite is continuously visible above
the horizon for about 5 hours.

Several types of GPS satellites have been launched so far. Most of the satellites
currently in use are Block II and Block IIA satellites. The latter are just a small
modification of the original design. Block II satellites have a weight of 930 kg and a
velocity of 4 km/s. They transmit signals using two frequencies, namely L, (f, =
1575.42 MHz) and L, (f, = 1227.60 MHz) and receive signals on a frequency of
1783.74 MHz. Block II satellites carry 4 atomic clocks - 2 rubidium and 2 cesium
clocks - and have a design-lifetime of 7.5 years. The replenishment satellites of type
Block IIR have a higher lifetime of 10 years.



1. Introduction 39

The user segment comprises the GPS receivers needed to decode the transmitted
signals. For tropospheric delay estimation, high-quality two-frequency receivers are
necessary in order to eliminate ionospheric propagation delays properly.

1.2.2 Tropospheric Delays and GPS

Precise GPS applications are complicated by atmospheric effects, namely propagation
delays in the ionosphere and troposphere. As far as the ionosphere is concerned, it is
possible to compensate the first order effect given measurements on two different
frequencies. For the delay caused by the troposphere, no dispersion effects are present
and elimination is not possible. The tropospheric delay can be separated into a
hydrostatic and a wet component. The hydrostatic component in zenith direction is
called ZHD (zenith hydrostatic delay). It can be precisely determined by surface
pressure measurements. The ZWD (zenith wet delay), however, cannot be sufficiently
modeled by surface measurements due to the irregular distribution of water vapor in
the atmosphere. Chapter 3 will deal with the details of tropospheric delay modeling.

The ZHD amounts to about 2.3 m, whereas the ZWD is only in the range of 0.15 m in
global average. Although it is much smaller than the hydrostatic component, the
uncertainties in wet tropospheric delay modeling do place a great burden on high-
precision GPS applications if we recall that carrier phase measurements themselves
have an accuracy of a few millimeters and certain receiver manufacturers even claim
that they have reached noise levels in the sub-millimeter range.

Among many examples in geodesy and navigation, NAITO [1998] reports about a
Japanese network that has been established for deformation analysis and earth-quake
detection. The analysis of the measurements showed drifts in the coordinate solutions
that apparently were not due to plate motions, but related to an insufficient
compensation of tropospheric delays. Additional estimation of wet delays within the
routine analysis should improve the situation.

1.3 Water Vapor Observing Systems

A variety of platforms and sensors is available to measure atmospheric water vapor.
Each system has certain advantages and disadvantages. The following synopsis is
based on MOCKLER [1995] and GABOR [1997]. Figure 1-1 shows some of these sensors
and their characteristics are summarized in Table 1-1.

1.3.1 Description of Selected Sensors

Ground-based direct sensors, weather balloons and aircraft were the only tools
available to measure precipitable water vapor in the past. The radiosonde has been
one of the most important devices and will certainly continue to be a valuable water
vapor sensor in the future. Radiosondes are balloon-borne instruments with radio
transmitting capabilities. They contain instruments capable of making direct in-situ
measurements of air temperature, humidity and pressure with height, typically to
altitudes of approximately 30 km. These observed data are transmitted immediately to
the ground station by a radio transmitter. Ground-based radio direction finding
antenna equipment tracks the motion of the radiosonde during its ascent through the
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air. The recorded elevation and azimuth information are converted to wind speed and
direction at various levels by triangulation techniques.

Today, many more remote sensors capable of taking water vapor measurements over
large areas are available. Substantial progress has been made using satellite
observations to obtain total column water vapor and low-resolution vertical profiles
from infrared and microwave sensors, but these satellite observations do not provide
data under all weather conditions nor above all surfaces. Generally speaking, they
measure absorption lines in the radiation from the hot background provided by the
earth. Consequently, clouds may cause problems as well as the surface of land masses.
Best results are obtained over oceanic regions.

GEOSTATIONARY
SATELLITE
-~ GPS SATELLITE
pd d
PS|RECEIVER -~

G
(LEOD)
s STRATOSPHERIC BALLOON
Y SOUNDING
/ REMOTELY PILOTED INSTRUMENTED

VEHICLE ATRCRAFT
e
INSTRUMENTED  / Q @ Q 9

COMMERCIAL s
ATRCRAFT Q @
—— RADIOSONDE NETWORK DROPSONDE

GPS RECEIVER

POLAR-ORBITING SATELLITE

RAMAN LIDAR

WATER UAPOR
RADIOMETER

OCEAN

Figure 1-1 - Overview of water vapor measuring platforms and sensors following CARTER [1997].
Water vapor sensors are carried on a variety of platforms including ground stations, weather
balloons, aircraft and satellites. NAVSTAR GPS consists of a minimum of 21 MEO satellites at an
orbit altitude of 20,000 km. Atmospheric monitoring with GPS is possible in two ways: by probing
the atmosphere with help of GPS receivers on LEO (low-earth orbiting) satellites, the so-called
radio occultation technique, or by using networks of ground-based GPS receivers. According to
GABOR [1997], remotely piloted vehicles have yet to come of age, but offer a potentially long
loiter time and high altitude ceiling.

Hygrometers and LIDARs can be useful for detailed local studies. LIDAR is an acronym
for light detection and ranging, an active remote sensing technique that operates in a
similar way as sonar systems: A pulse of laser light is emitted into the sky and the
amount of return due to backscatter from the atmosphere is measured versus time.
With knowledge of the speed of light, the time is converted into altitude. The number
of photons counted for each altitude bin is proportional to the atmospheric density.
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Observing Measurement System Advantages Disadvantages
Platform
Satellites Infrared sensors (e. g. Sensors provide total column | Data are limited to cloud-
TOVS) water vapor and some free regions and can exhibit
vertical profile information regional biases. Vertical
SUSSKIND et al. [1984] over large areas. resolution is poor.
Microwave sensors (e. g. | Sensors provide total column | Data are limited to ice-free
SMMR, SSM/1) water vapor data over large | ocean regions, vertical
regions and are not highly resolution is poor.
PRABHAKARA et al. [1985] | influenced by clouds.
Solar occultation methods | Global humidity data at very | Coverage is limited by
(e. g. SAGE Il) high altitudes in the clouds. Sampling is poor in
stratosphere and above. High | tropical regions.
RIND et al. [1993] accuracy and vertical
resolution.
GPS radio occultation Limb sounding technique Methods are in research and
(GPS satellites in can provide pressure, development stage.
conjunction with GPS temperature and humidity/
receivers on LEO water vapor with relatively
satellites) good vertical resolution in
the higher troposphere.
MELBOURNE et al. [1994]
Aircraft Instruments mounted on | Research aircraft can make | Research missions are

STARR and MELFI
[1991]; KELLY et

special research airplanes
or commercial aircraft.
The research instruments

measurements at almost any
location at any time desired.
Measurements with

expensive, so data collection
is limited. Programs
involving commercial aircraft

al. [1991] include dew point and commercial aircraft could have not been widely
lyman alpha hygrometers, | provide good data coverage |implemented.
differential absorption over much of the globe.
LIDARs and capacitive
sensors

Balloons Routine radiosonde Instruments are expendable, | Data quality is variable in

(weather balloon)
observations. Humidity
sensors include carbon
and lithium chloride
hygristors, capacitive
sensors, goldbeater's skin,
and human hair.

ELLIOTT and GAFFEN
[1991]

observations are relatively
inexpensive. Method is in
use since 1930s, so long data
records are available. Global
network of about 800
stations making 1 to 4
observations per day at each
station. Data have relatively
good vertical resolution in
lower troposphere.

the upper troposphere and
poor in the stratosphere.
Quality of observations is
poor at very high and low
humidities. Differences in
instruments and practices
between countries, and
changes over time, make
data interpretation difficult.
Spatial coverage is limited.

Research soundings
(using, e. g., frost point
hygrometers)

OLTMANS and HOFMANN
[1995]

Quality of humidity
observations is high. Data
extend beyond altitude limits
of radiosondes.

Instruments are expensive,
so soundings are made
infrequently at limited
locations.

Reference radiosondes

DABBERDT et al. [1995]

High-quality observations
could be used for
comparison with operational
measurement systems and
for field experiments.

In development. Instruments
are more expensive than
expendable radiosondes.
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Observing Measurement System Advantages Disadvantages

Platform

Ground-based | Routine surface Long records of reasonably | Spatial coverage is

sensors meteorological high quality global data are | nonuniform. Data are at the

(earth surface)

observations. Instruments
include wet- and dry-
bulb psychrometer and
dew point hygrometer

MIDDLETON and SPILHAUS
[1953]

available. Observations are
made at least daily and often
more frequently.

earth's surface only.

Ground-based water
vapor radiometers

BEvis et al. [1992]

Integrated water vapor
measurements with high
precision.

Expensive devices, poor
horizontal resolution,
weather conditions limit the
use of radiometers (no
measurements during
rainfall).

Raman LIDAR,
differential absorption
LIDAR

ENGLAND et al. [1992]

Sensors provide high-quality
data with high vertical and
temporal resolution.

The systems are expensive
and require highly skilled
operators. Usefulness is
limited in daytime and in
cloudy conditions.

Ground-based GPS
receivers in conjunction
with GPS satellites

- THE FOLLOWING
CHAPTERS -

Global soundings of
integrated water vapor using
existing and planned
navigation satellites and
tracking networks with high
precision and excellent

Horizontal resolution
depends on tracking
network infrastructure: good
resolution in industrialized
countries, but poor
resolution in non-developed

temporal resolution. regions; poor vertical

resolution

Table 1-1 - Characteristics of water vapor observing systems following MOCKLER [1995]. It should
be noted that GPS provides several ways to explore the atmosphere. The space segment only
provides the signal emitters and it depends on the environment where the receivers are operated
on how atmospheric sounding is possible. In this way, the GPS radio occultation technique can be
classified as satellite-to-satellite technique and the ground-based GPS approach uses receivers of
tracking networks located at or near the earth's surface.

Ground-based water vapor radiometers (WVR) are upward-looking instruments and
can estimate the integrated water vapor contents (IWV) along a given line of sight as
well as the integrated liquid water (ILW). The background microwave radiation due
to atmospheric water vapor is measured in terms of sky brightness temperature at two
or more frequencies, i. e. the water vapor emission lines against the cold background
of space are analyzed. The brightness temperature is frequency-dependent and,
consequently, simultaneous measurements of IWV and ILW are possible. Note that,
according to BEvis [1992], the retrieval algorithm needs parameters which show
variations with season and geographic location. Therefore, a WVR has to be tuned to
the local conditions if highest precision shall be obtained. The reader may refer to
FLGERED et al. [1991] and ENGLAND et al. [1992] for further information on water
vapor radiometry.

The Global Positioning System NAVSTAR GPS can be used for atmospheric sounding
in two ways. It is possible to equip low-earth orbiting satellites (LEO) with GPS
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receivers and to analyze occultation events. This satellite-to-satellite mode® yields
vertical profiles of pressure, temperature and relative humidity or water vapor. The
other principle which is discussed in the following chapters in detail uses ground-
based networks of GPS receivers to estimate the total amount of water vapor by a
special way of processing the signals received from the Global Positioning System
satellites and may provide long-term measurements with high precision.

1.3.2 Synopsis

Table 1-1 compares the characteristic properties of the above-mentioned techniques to
measure atmospheric water vapor. The sensors are categorized by the observing
platforms. Advantages and disadvantages are roughly outlined.

1.4 Objectives and Structure of this Thesis

The outstanding issues in water vapor research for climatology are outlined by
MockLER [1995] and divided into theoretical, observational and climate modeling
issues. To summarize the first two categories, a lack of knowledge as far as the role of
water vapor in influencing the radiation budget of the earth can be stated. The same is
true for the processes determining the distribution of water vapor and its changes over
time. Retrievals of water vapor shall be improved and extended with special emphasis
on long-term, continuous and global observations to aid in the trend analysis.

In GPS geodesy and navigation, the primary goal in modeling the tropospheric
propagation delay is to reduce the uncertainties related to the wet component or,
equivalently, to water vapor. For permanent GPS arrays, the additional estimation of
zenith wet delays reduces the impact of tropospheric modeling errors and supplies
valuable estimates of total atmospheric column water vapor for climate models and
meteorology. For many other GPS applications, tropospheric delay estimation is not
possible or problematic. A typical example for this group are kinematic applications
which normally do not allow the determination of such additional parameters and are
therefore subject to improvement by precise tropospheric corrections supplied by GPS
permanent arrays and/or numerical weather models.

1.4.1 Obijectives of this Thesis

In order to exploit the potential of GPS receivers as water vapor sensors, a
tropospheric analysis system is to be developed that is able to precisely filter zenith
wet delays and integrated water vapor from GPS phase measurements. This platform-
independent processing package should be operable in semi-automatic and fully
automatic mode including non-interactive data editing. Input data in standard formats
must be supported and the analysis results have to be stored in commonly agreed
standard formats, too. Special emphasis is to be laid on the reliability of the results,
and the network performance is to be automatically analyzed and, if necessary, to be
altered (i. e. exclusion of suspicious receivers) and re-analyzed accordingly. The
software shall be able to analyze multi-station networks with long baselines (more

2 Actually, it is also possible to install GPS receivers on aircraft and to analyze radio occultation events
from this platform. Consequently, this technique is not necessarily limited to satellite platforms.
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than 1000 km) with sufficient accuracy. The temporal resolution is to be chosen
adequately and shall meet possible needs for high-frequency data.

The overall goal is to estimate wet delays and integrated water vapor whereas the
standard output of stand-alone GPS data analysis can only consist of neutral (or total)
delays. This means that additional meteorological data are needed like surface
pressure for modeling the hydrostatic component and temperature for the conversion
of wet delays into precipitable/integrated water vapor. Therefore, the analysis system
must provide all necessary interfaces to access these additional data. As a matter of
fact, the availability of in situ meteorological measurements at GPS monitor stations is
very limited. As a consequence, algorithms have to be developed to extract the needed
information from numerical weather models. Due to the global size of GPS tracking
networks like the IGS net, weather models of global extend are favorable to
accomplish this task.

The efforts to extract tropospheric information from numerical weather models shall
not be limited to the support of the GPS data analysis with respect to meteorology and
climatology, but shall also be assessed in terms of their applicability to GPS navigation
and geodesy. An open, memory-efficient and gridded data format shall be developed
that carries all data analyzed in the 3-D numerical weather models that are needed to
determine hydrostatic, wet and neutral delays at any place on the globe. These
gridded tropospheric correction data shall be suited for kinematic GPS processing and
should also serve as a carrier for gridded integrated water vapor data. Proper methods
for horizontal interpolation and vertical reduction of the delays are to be developed
and validated.

Finally, the irregularly distributed tropospheric delays estimated at the GPS sites shall
be combined with the gridded data of the tropospheric correction files that are derived
from numerical weather models. In this way, the GPS and the less accurate NWM
delays will be melted together and the outcome will be an improved, more accurate
solution for the gridded data sets. Suitable algorithms for this combination shall be
investigated with special focus on stochastic optimization.

All algorithms are to be documented and discussed. This does not only refer to the
special tasks of GPS tropospheric delay estimation, but also includes a full overview of
the parts that can be called "conventional" GPS data processing, i. e. those algorithms
that are essential for GPS data analysis, albeit not primarily related to GPS
tropospheric delay estimation. The dominant error sources shall be analyzed and their
impact is to be evaluated with help of practical experiments. All three cornerstones,
namely (I) the filtering of zenith wet delays and integrated water vapor from GPS
measurements, (II) the meteorological data extraction from numerical weather fields
and its application to GPS meteorology, and (III) the suitability of the gridded
tropospheric correction data from weather fields as well as the combined GPS/NWM
solution fields should be validated.

1.4.2 Structure of this Thesis

The issues defined in the preceding section are addressed in the following chapters.
Figure 1-2 outlines the structure of this study that can be divided into a theoretical
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and a practical part. In the theoretical section, the algorithms of the tropospheric
analysis system TropAC that meets all the defined objectives are outlined.

Chapter 2 deals with the principles of GPS data processing without paying special
attention on tropospheric delays since the entire chapter 3 is devoted to this issue
including tropospheric delay modeling, mapping functions, tropospheric parameter
estimation and the conversion of wet delays into precipitable water vapor. Practical
results of validation experiments are presented in chapter 5.

NUMERICAL WEATHER MODELS | METEOROLOGICAL DATA EXTRACTION
® Chapter 4 ® Chapter 5

2l GPS DATA PROCESSING +| GPS TROPOSPHERIC DELAY ESTIMATION

2 ®) ® Chapter 2 - VALIDATION EXPERIMENTS -

S = ® Chapter 6

< g GPS TROPOSPHERIC DELAY

Sh= PREDICTION AND ESTIMATION 4

& o ® Chapter 3 COMBINATION OF NWM AND GPS DATA
= § A ® Chapter 7
Q=

9 [

53

&

'_

THEORY | | PRACTICE

v v

RESUME: SUMMARY AND REVIEW OF RESULTS
® Chapter 8

Figure 1-2 - Structure of this thesis. Chapters 2 to 4 can be considered as the theoretical part
describing the modeling methods and algorithms of GPS tropospheric delay estimation and data
extraction from numerical weather fields. Practical results are presented in chapters 5 to 7 and a
summary is given in chapter 8.

The analysis software is able to extract data from numerical weather models. Chapter
4 describes the methods to do so and emphasizes the added value of this approach
because experiences actually proved that the task of GPS meteorology cannot be
fulfilled with the meteorological data supplied by GPS tracking networks in a
satisfactory way. Some of the results for surface meteorological data and other
atmospheric quantities are summarized in chapter 5. Moreover, chapter 4 has a
central function since the concept and realization of global gridded tropospheric
correction data are discussed. These so-called TROPEX files also allow to combine
GPS-derived tropospheric propagation delays and those integrated in numerical
weather fields in a relatively convenient way. The entire chapter 7 is devoted to the
validation studies concerning TROPEX files and the combination of numerical weather
model and GPS data sets.

Finally, chapter 8 concludes this thesis by critically summarizing the outcome of the
preceding chapters.
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2. Principles of GPS Data Processing

Tropospheric delay estimation requires careful modeling of the GPS measurements.
For this reason, the principles of GPS data processing are outlined here in the first
place before the problem of tropospheric propagation delays is addressed in the
chapter 3 in detail. Note that the following sections are not intended as a general
introduction into GPS processing, but focus on the methods implemented in the
tropospheric analysis software TropAC on which the results presented in chapters 5, 6
and 7 are based. For a general description, the interested reader may refer to SEEBER
[1989, 1993] and HOFFMANN-WELLENHOF et al. [1993], for instance.

2.1 Processing Overview

The main processing steps can be divided into pre-processing, network filtering and
post-filter processing. These three stages are briefly discussed below. Links to the
corresponding sections are given.

2.1.1 Pre-Processing

At the pre-processing stage, the needed data are read, checked and corrected. The
measurements like code ranges (® 2.2.1) and carrier phase observations (® 2.2.2)
are read from RINEX files. Carrier phases require some additional corrections, e. g. the
synchronization problem (® 2.2.2.2) has to be addressed if (single or) double
differences shall be formed (® 2.2.2.1), the orientation problem (® 2.2.2.4) can be
relevant for longer baselines, elevation-dependent antenna phase center corrections
(® 2.2.2.1) must be applied. Finally, ionospheric (® 2.2.4) and tropospheric delays
(® 3.) are predicted. Moreover, typical problems like cycle slip detection and repair
(® 2.2.5) as well as multipath detection (® 2.2.6) also belong to the tasks of the pre-
processor.

The ground station coordinates are subject to corrections (® 2.3), too, since effects
like plate tectonics lead to changes in the coordinates (® 2.3.1) and solid earth tides
(® 2.3.2) cause displacements in the range of a few decimeters, pole tides (® 2.3.3)
can be in the centimeter range and ocean loading effects (® 2.3.4) can be of
relevance for certain sites. Additionally, geometric corrections like the antenna
eccentricity (® 2.3.5) have to be addressed. Finally, the antenna phase center offset
correction (® 2.3.6.1) is taken into account.

Pre-processing also comprises the handling of precise orbits. In contrast to broadcast
orbits (® 2.4.1) that are too inaccurate for tropospheric delay filtering, the precise
orbits provided by the IGS do not refer to the antenna phase center of the transmitting
GPS antenna, but to the mass center of the space vehicle. Consequently, the antenna
phase center correction must be computed (® 2.4.4) that can be complicated during
eclipsing seasons (® 2.4.5). Determination of the satellite positions requires
knowledge of the epoch of signal transmission and - as a consequence - of the receiver
clock error (® 2.4.3). The satellite positions are computed with help of polynomial
interpolation (® 2.4.2).
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TropAC
Guidance Program (User Interface)
PAF_ORBI PAF_MEO
; PAF_FILT
PAF_PREP |— PAF_TROP — PAF_TRAN
PAF_RANG
» PAF_COMB

PAF_UPDA

Status: May 2000

Figure 2-1 - Major modules of the TropAC permanent array filter software and their interrelations.
The pre-processor for the GPS data is called PAF_PREP and prepares all needed data for Kalman
filtering. Network filtering is carried out with the modules PAF_FILT, PAF_TROP or PAF_RANGC.
Program PAF_MEO serves as interface to the numerical weather models and PAF_COMB is able
to combine regularly gridded tropospheric data sets from the weather fields and the irregularly
distributed GPS estimates.

Finally, the pre-processor has the job to compose the baselines of the network to be
filtered (® 2.8) and to check whether there are poorly performing receivers that
either must be excluded or isolated (® 2.8.3).

2.1.2 Network Filtering

The pre-processed data are filtered for the unknowns, namely ground station
coordinates (and in special cases also satellite orbit biases), zenith wet delays and
ambiguities (see also ® 2.6). For this purpose, a Kalman filter is used (® 2.5.2).
Although pre-processing should have removed suspicious data, the filter itself is
capable of blunder detection (® 2.5.2.8) and may even perform a post-fit residual
analysis (® 2.5.2.8.3) and iterate on the previous solution if necessary. As during the
pre-processing steps, the network is checked for poorly performing sites once more
(® 2.8.3) resulting in a new filter run if such stations are found.

2.1.3 Post-Filter Processing

At the post-filter stage, certain computations are carried out that do not belong
directly to the Kalman filter process, e. g. the derivation of mean ground station
coordinate estimates (® 2.5.2.9), the datum transformation of networks (® 2.7.1) as
well as the creation of free network solutions by similarity transformation (® 2.7.2)
and the process of melting network partitions to an overall solution file (® 2.9).
Certainly, troposphere-related jobs like the conversion of zenith wet delays into
integrated water vapor (® 3.5) belong to this processing stage, too.
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Name of Module

Purpose

TROPAC

Guidance program; user interface to simplify access to the program system;
generation of batch-files, scheduling of processes, visualization.

PAF_ORBI

TropAC normally uses precise orbits from the ICS analysis centers which are
provided in the SP3-format defined by the National Geodetic Survey (NGS,
USA), see REMONDY [1989, 1991] for details on this format. Broadcast orbits
are less accurate and given in a different format (RINEX NAV files). This
module allows to created SP3-files from one or more RINEX navigation files.

PAF_MEO

The meteorological module of TropAC. It allows to extract meteorological
data from numerical weather models provided in GRIB-format. Several data
can be extracted like surface pressure, temperature and humidity. TROPEX
files can be generated and ray-tracing can be performed (® 4.).

PAF_COMB

The tropospheric combination module. It allows to combine GPS-derived
tropospheric delays with those integrated in numerical weather fields (® 4.).

PAF_PREP

The GPS pre-processor for static networks. This module prepares all needed
data for the filter process: GPS measurements are read and filtered, orbits
are interpolated, double differences are formed and synchronized, cycle
slips are detected and repaired, tropospheric delays are predicted and,
finally, a binary network file is created containing all necessary information
for the filter engine.

PAF_FILT

The Kalman filter engine based on double-difference phase measurements.
The state vector of this filter consists of 3 coordinate components for each
site and - optionally - of one zenith wet delay per site modeled as random
walk stochastic process. Moreover, orbit relaxation can be applied. The
ambiguity parameters are dynamically allocated in the state vector.

PAF_TROP

This module equals PAF_FILT except for the fact that it does not estimate
coordinates. This reduces the number of unknowns and speeds up
processing.

PAF_RANG

The filter engine for pseudo-ranges. In contrast to PAF_FILT, this module
only uses doubly differenced pseudo-ranges in order to derive approximate
positions for those stations which are not well-known in advance.

PAF_TRAN

Network transformation module. Several routines are implemented in this
program including datum transformation and combination of several partial
networks to one single network solution. The module also allows to
transform the Kalman filtered network into a free network solution by
application of a similarity transformation.

PAF_UPDA

Network-update module. The core component of this module is a Kalman
filter which uses coordinates as input and sequentially updates the network
in time. It also allows to filter site velocities related to plate tectonics or
other deformations.

Table 2-1 - Major modules of TropAC TRIDENT and their purpose within the processing package.

2.1.4 Realization

The algorithms described in this as well as in the two following chapters were
implemented in the software package TropAC TRIDENT'. This software package is

! TropAC: Tropospheric Analysis Center; TRIDENT: Tri-Discipline Enhancement Tools (special modules
referring to the 3 disciplines positioning, geophysics and atmospheric research)
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platform-independent® and can filter complete networks with a user-defined number
of stations®. The modules which are of concern here are shown in Figure 2-1 and were
coded in the C++ programming language.

The program is designed as platform-independent software package and can be
remote-administered. Besides its capabilities to filter coordinates and tropospheric
delays, TropAC provides access to numerical weather models and can extract
meteorological information from these weather fields (® 4.). Table 2-1 gives a
synopsis of the most important modules.

2.2 Observations and Observation Equations

GPS observations* mainly comprise pseudo-range and carrier phase measurements.
Phase measurements have a noise level of a few millimeters and are very precise in
comparison to code ranges that are only accurate to a few meters or some decimeters
at their best. For this reason, carrier phases are the primary and most important type
of observation for high-precision parameter estimation. The purpose of pseudo-ranges
is primarily related to the pre-processing stages. In contrast to carrier phases, code
ranges are not ambiguous and can therefore be easily applied to detect phase breaks,
for instance, and serve for many other purposes as will be discussed in the following
sections.

2.2.1 Pseudo-Ranges

Pseudo-ranges are non-ambiguous measurements. Although they have a higher noise
level than phase measurements, they may serve a good job for the detection of
multipath (® 2.2.6), the ambiguity resolution process (® 2.6.2.1) and the derivation
of approximate station coordinates. Moreover, code ranges play a key-role for the
determination of the signal transmission epoch (® 2.4.3.1) and help to synchronize
the baselines’ (® 2.2.2.2). Following WUBBENA [1991, p. 21], the simplified
observation equation for carrier wave L, can be expressed as:

2 Current versions exist for MS-DOS, MS Windows 95/98/NT/2000, LINUX, IRIX and HP-UX.
Compilation of the modules is possible on any machine with the GNU/EGCS C++ compiler (gcc front
end) installed. All modules are coded in C/C++ following the ANSI standard, so most other compilers
that are ANSI-compliant should work well, too.

® There is a logical limit of 428 stations per network. This limit is more than sufficient since the CPU
load increases by the 3™ power of the number of network stations and this is what actually limits the
size of a network to be analyzed.

* GPS measurement data are exchanged using the receiver-independent exchange format RINEX
(version 1.0 to 2.10 are supported, see GURTNER [1998]). In addition to the GPS observations, RINEX
data also consist of navigation files containing the broadcast orbit information and meteorological files
with pressure, temperature and relative humidity (and possibly water vapor radiometer
measurements). All files are stored in ASCII-format and are therefore independent of compiler- or
platform-specifics. For the GPS observation files, a special ASCII differential compression algorithm
developed by Y. Hatanaka is frequently applied (see IGS [1997, pp. 17-18] for details). Hatanaka-
compressed observation files are called Compact RINEX (CRINEX) files.

> The desired accuracy level for measurement synchronization is about 1 microsecond which can be
reached using pseudo-ranges even in times of activated selective availability (S/A) causing range errors
of up to a maximum of 300 meters.
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i _Ci i i i
PRA[LH - SA[LT] +cxXdt, - dt) + dSA[ION,LT] + dSA[TROP] + € -1
Sy geometric distance between receiver antenna A and satellite i

c: speed of light (in vacuum, c = 299 792 458 m/s)

dt,: receiver clock error

dt': satellite clock error

dS'sons ionospheric propagation delay
dS'srrop: tropospheric propagation delay
€t noise term

Please note that a clear distinction is made between measurements on L, and L,. The
equation given here is valid for L,. Both measurements mainly differ in terms of the
ionospheric delay which is frequency-dependent. The distance between receiver
antenna and GPS satellite is defined as

= | K B XA[Lﬂ (2-2)

X' geocentric position vector of GPS satellite i
Xaun: geocentric position vector of L, antenna phase center at site A

and is always referenced to the antenna phase center throughout this disquisition.
Since the antenna phase centers are normally different for L, and L, (® 2.3.6), the
two distances are different as well.

The accuracy of C/A-code pseudo-ranges lies in the range of 1 to 5 meters for most
receivers. P-code ranges may even reach decimeter accuracy. Modern receivers are
able to apply techniques like carrier phase smoothing internally, i.e. the low noise of
the phase measurements is used to smooth the code ranges. Hence the precision of
the ranges is improved and multipath effects can be mitigated. It should be pointed
out that such a filtered output does no longer represent the original measurements
and, in certain cases, might even be disadvantageous for processing (® 2.6.2.1).

2.2.2 Carrier Phase Measurements

Precise positioning and filtering of tropospheric delays is carried out using carrier
phase measurements. The observation is the so-called carrier beat phase

F iA (tOR) =F REC (tOR)' F REF(tOR) =F' (tOT)' F REF (tOR) (2-3)

tor:  time of signal receipt

tor:  time of signal transmission

F',: carrier phase measurement, carrier beat phase

Frec: received carrier phase from satellite i at receipt time tog

F':  carrier phase of satellite i at signal transmission time tg;

Fr: phase of reference signal generated by the receiver A at receipt time to

and results from the comparison of the received, Doppler-shifted carrier signal F -
and the reference signal F . generated by the GPS receiver using the nominal base
frequency f, = 10.23 MHz. For L,, the corresponding frequency of the carrier wave is
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154-f, and for L, it is 120-f,. The observation equation for carrier phase measurements
on L, as given in RINEX observation files is always expressed in cycles:

A[LT] tcC ><dt ) dSIA[ION L1] dSIA

Fl [TROP] _ Ni

AL

+e, (2-4)
I L1

N',: ambiguity term (phase bias) of measurement from antenna A to satellite i
| ;: wavelength of carrier signal; here: L, (I ,; = 19.02 cm)
€: noise term

For clarity, the carrier phases in units of cycles are denoted as F. In some cases, it is
useful to convert these measurements into metric units which are then denoted as Q:

QA L1] L1 xFI L1] u QIA[LZ] =1 L2 X IA[Lz] (2-5)

Carrier phase measurements are precise to a few millimeters on L, and modern
receivers may even reach sub-millimeter noise levels under ideal circumstances. The
signal-to-noise ratio as well as the precision are usually significantly worse on the L,
carrier signal.

Note that some additional correction terms will be mentioned in the following
sections. A more complete observation equation is

i —Ci i i i i i
Q/'\[Lﬂ SA[L1] dS/'\[AMB L1] + dSA[CLK + CISA[HWB L1 + dSA[SYNC] + CISA[ORI L1]

) (2-6)
i i i i
+ dS/—\[PCV,U] + dS/-\[REL] dS/-\[ION L1] + dSA[TROP + eF
or
i —Ci i i i i i
Q/'\[Lﬂ SA[L1] N/'\[Lﬂ >4 + dSA[CLK] + dS/'\[HWB,Lﬂ + dS/'\[SYNC + dS A[ORILT] (2 7)
i i i i )
+ dS/—\[PCV,H] + dS/-\[REL] - dS/—\[ION,H] + dS A[TROP] + eF

dS'yamp:  ambiguity term ("carrier phase offset")

dS'ycg:  combined receiver and satellite clock error term

dS'ywe: hardware biases of the receiver and the transmitter
(includes inter-channel and inter-frequency biases)

dS'ysyne: Synchronization error

dS Aory:  receiver/transmitter antenna orientation correction

'wovy:  antenna phase center variation correction

dS'rey:  relativistic effects

and shows some additional terms like the antenna orientation correction (® 2.2.2.4),
the transmitter and receiver hardware biases (® 2.2.2.5) and relativistic effects (®
2.2.2.6). Further correction terms involve the synchronization error (® 2.2.2.2) and
the elevation-dependent antenna phase center variations (® 2.3.6.2). For matters of
convenience, the analysis software evaluates these two error terms and uses them to
correct the original phase measurements. As a consequence, the observation equation
becomes
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i i i — ci i i i
QA[L1] - dSA[SYNC] - dSA[PCV] - SA[U] - NA[L1] X R dSA[CLK] - dSA[ION,Lﬂ .. te (2-8)

with the left side of the equation representing the corrected phase measurement in

units of wavelength | |, (usually meters) and the right side representing the ordinary
functional description of the observation equation.

2.2.2.1 Double Differences

The original carrier phases are not used for filtering because these measurements are
corrupted by receiver and satellite clock errors. Instead, double differences are
derived: In a first step, single differences® are formed, i. e. phase differences between
two ground stations A and B which both have satellite i in view. In a second step, the
same is done with those measurements to satellite j. The difference between the two
single differences is computed and yields the doubly differenced phase observation

NEX;)ZB[U] = (Qésm] - QjA[U])- (QiB[U] - Qi/-\[U]) 2-9)
and the corresponding simplified observation equation is
NDQi/j\B[U] = NDSiA[U] - NDNiA[U] X L1 +C><NDthB - NDdtij)

- . - (2-10)
- NDdSA[lON,U] + NDdSA[TROP] + NDeF
where it becomes clear that the satellite clock errors formally cancel from the equation
Rt =-{(dti - dti)- (at' - ot J}=0 (211)

The same is also true for the receiver clock error, but rigorous receiver clock error
elimination will only take place if all measurements strictly refer to the same
measurement epoch. This means that a synchronization correction can be necessary
(® 2.2.2.2). Now, the (simplified) observation equation can be reduced to

N ij — KNI i N i N i N i
NDQ}g, , = NDS},,,, - NDN},, ¥ ;- NDdS +NDdS

A[ION,L1] A[TROP

| +NDe, (2-12)

There are several ways to compose double differences. The most common method is
to sort the measurements according to their elevation angle and to choose the
measurement associated with the satellite at highest elevation as reference. Given a
sequence of satellites i, j, k, [ and the corresponding elevation angles e, > ) > e, >
e,, the set of double differences is

RDQI, = (@) - Q1)- (@, - Q)
RDQY, = (@5 - @4 )- (@ - Q) 1)
RNDQ!, = (@ - Q4)- (@, - Q)

® Single differences between measurements at two sites to the same satellite are normally denoted with
a leading D sign. Differences between two satellites are denoted with a leading N sign.
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This ij, ik, il scheme has certain advantages: The measurement to the satellite with
highest elevation usually also has the best signal-to-noise ratio and therefore highest
accuracy and weight. Consequently, ideal standard deviations for the entire set of
double differences can be expected due to the coupling of this observation to all other
measurements. On the other hand, this scheme can be disadvantageous for point
positioning as far as the influence of tropospheric (and ionospheric) delays is
concerned. The atmospheric slant delay to the highest satellite in view will always
have the smallest value and the delay to the satellite at lowest elevation angle will be
at maximum value. Erroneous modeling of delays will therefore introduce errors in
double differences for longer baselines that can be reduced if double differences are
formed in a stepwise subsequent manner:

RDQ}, = (@) - Q1)- (@) - Q)
NDQY, = (0h - Q1) (@4 - @) e
RDQY, = (@, - @.)- (@ - @)

In this ij, jk, kl scheme, the double differences are composed using neighboring
satellite pairs that have similar elevation angles and thus also similar tropospheric
slant delays. This means that tropospheric errors are reduced more efficiently than for
the ij, ik, il method’.

Of course, for GPS tropospheric delay estimation as primary goal, it is highly wanted
to obtain measurements containing the tropospheric delay to maximum extend.
Therefore, the first method (ij, ik, iD) is preferred and applied throughout this study.

2.2.2.2 Synchronization Problem

Due to the presence of receiver clock errors, care must be taken to refer the
measurements to the correct epoch. Following the definitions given by WUBBENA
[1991, p. 20], the receiver time t’ at the measurement epoch deviates from the true
GPS time t by the receiver clock error dt, in the following way:

the =top + ity U tog = th - dt, (2-15)

tor: true GPS time of signal receipt at receiver site A
tor: receiver time of signal receipt
dt,: synchronization error, receiver clock error

The reader may also refer to MANIATIS [1989] and REMONDI [1985] who have a closer
look at carrier phase observations. Synchronization problems are always of relevance
when data strictly have to refer to the same epoch, e. g. when double differences are
formed (® 2.2.2.1).

7 A third method is implemented in the analysis software: The double differences are composed
following the ij, ik, il scheme in the first epoch (where satellite i has the highest elevation) and
afterwards, the reference satellite i is not changed as long as possible (i. e. as long as it remains visible)
whether it is still the satellite with maximum elevation or not. This method is called "maximum i
scheme" and only applied for very special purposes like rapid static positioning.
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Following ROTHACHER and MERVART [1996, pp. 136-137], the error in slant distance

SYNC] — T dt A (2-16)

ds},

dS'/dt:  time derivative of distance S',, radial velocity of satellite i with respect to station A
dS'ysyne:  Synchronization error in distance induced by the receiver clock error dt,

induced by the receiver clock offset dt, from true GPS time can be computed with
knowledge of the radial velocity of the satellite® that may reach maximum values of
900 m/s for elevations near 10°. If the receiver clock error can be determined with an
accuracy of about 1 microsecond, synchronization errors will be less than 1
millimeter. This task can be easily performed using pseudo-ranges. Even with S/A
being enabled, code ranges are expected to be accurate to at least 300 m. This
corresponds to an error in time of 1 microsecond.

For double differences, the synchronization term due to the receiver clock offsets dt,
and dt; at the two stations involved is significantly reduced and becomes

aelS), ds’ 0 aelS, ds' 0
=Bt - — Aot =- g— 2oty - — 2 xdt, =
NG R dt T dt Y gdt Poodt g

_gals) ds,o . a@lS, ds, o .

dt dtgz ° &dt  dt 5

- NDSi/jAB
2-17)

For stations controlled by stable atomic oscillators, there will be no problem in terms
of synchronization issues and, moreover, modern receivers provide an automatic clock
adjustment mode where the receiver itself performs proper time keeping with help of
the GPS satellites. Nevertheless, for many receivers in use, the problem still remains
and must be addressed by the processing software. The GPS pre-processor of the
tropospheric analysis software takes care of this fact during the interpolation of the
satellite orbits where the receiver clock error, the time of signal travel and the signal
transmission time are determined (® 2.4.3.1).

2.2.2.3 Degradation due to Selective Availability

Selective Availability (S/A) may place an additional burden on precise GPS analysis
that is linked to the synchronization problem depicted before. Although, selective
availability has been disabled in May 2000, most results presented in this study are
based on data collected under S/A-conditions making a closer look at the problem
necessary.

The so-called d-technique leads to an artificial degradation of the satellite oscillator
frequency. FEIGL et al. [1991] show that this dithering directly affects the phase
measurements if receivers are sampling their data at separate times which was the
case for ancient Minimac and TI4100 receivers (offset of 0.92 s). Modern receivers

8 Note that the GPS pre-processor of the TropAC analysis system uses a slightly different approach to
determine the synchronization correction (® 2.4.3.1, step 7).
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have taken the edge of this problem, but a brief look at this issue is useful since some
Trimble 4000 SSE/SSI and other receivers still in use show an inability to maintain
the nominal sampling epoch. For instance, irregular sampling was observed at the IGS
tracking station Zimmerwald (ZIMM) in 1999 with an offset of about 30 ms at the end
of a day (the nominal sampling epochs are exactly each 0.0 and 30.0 seconds). Worse
situations occurred when the German Reference Network GREF was filtered where the
monitor station Karlsruhe (KARL) showed offsets of as much as 160 ms from the
nominal sampling epoch during August 1999.

Recalling the definition of the carrier beat phase, the received phase at receipt time tq
is identical to the phase at signal transmission time t,; = to; - t with t being the signal
propagation time:

F rec (tOR) =F' (tOT) =F' (tOR : t) (2-18)

tor:  time of receipt

tor:  time of transmission

t: signal propagation time
F rec: received phase

FEIGL et al. [1991] treat the satellite’s phase as a linear function

Fit)=F,+f % (2-19)

F,: initial phase
f:  satellite broadcast frequency

and demonstrate the influence of S/A for single differences between two GPS
receivers with a frequency offset of df.. The corresponding single difference carrier
phase shows an error which is proportional to the frequency deviation and the
difference in propagation delay:

dDF ' ~ df, (Dt - Dt) (2-20)

dDF': error of single difference carrier phase

dfs:  GPS satellite broadcast frequency error invoked by S/A
Dt:  difference of sampling times between both receivers

Dt difference of signal propagation times

It is hardly possible to eliminate this error since it would require both receivers to
sample the same wave-front. However, for baselines as long as 3000 km and well-
synchronized sampling of the data, the term Dt-Dt only reaches about 10 ms which
causes an error of about 2 mm (0.01 cycles) when a frequency error of 1 Hz is
present, but it will increase if both receivers sample with a spacing of significantly
more than 10 ms apart. For the case of the joint Minimac/TI4100 experiment
described by Feigl, an error of 2 dm (1 cycle) is to be expected®. A possible work-

® The presence of clock dithering is also one major reason why it does not make much sense to
interpolate carrier phase measurements which have been collected under S/A-conditions.
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around is to measure the frequency deviations with help of receivers connected to
stable oscillators.

2.2.2.4 Antenna Orientation Problem

Circularly polarized electromagnetic waves are transmitted from the GPS satellite's
antenna to the receiving antenna. Consequently, the observed carrier phase measure-
ments depend on the orientation of the receiver and transmitter antennas and the
direction of the line of sight. If the orientation between the transmitting and the
receiving antenna changes, a change will also be measured in the observed phase. For
static networks, such changes in orientation are caused by the moving GPS satellites.
Wu et al. [1993] demonstrated that the correction due to antenna orientation is
negligible for short baselines, but may reach a magnitude of up to 4 cm for baselines
as long as 4000 km.

The algorithm given here allows a general description of the problem and can also be
applied for kinematic GPS processing. However, attitude and azimuth information is
needed in such cases because the orientation of the antenna dipoles must be known
and may certainly vary in the case of moving antennas.

The effective dipole of the receiving antenna is found to be

dy =ey- e} Xey e )+el ey (2-21)

d.: effective dipole vector of the receiving antenna at site A referring to satellite i
e.: ECEF unit vector in direction of the x-dipole element of the receiving antenna

ey: ECEF unit vector in direction of the y-dipole element of the receiving antenna
e'y: ECEF unit vector from receiving to transmitting antenna

where all vectors are expressed in the global, Cartesian ECEF system. For static
networks with the ground antennas being correctly aligned to northward direction,
the local level unit vectors of the two antenna dipole elements are defined as

¢ ¢ ou
—_&\u ~ _e u

e = g)@ U Qy = é' 1@ (2-22)
e e OH

e,:. local level orientation vector of x-dipole element
e.: ECEF orientation vector of x-dipole element

with e, describing the orientation of the northward and e, that of the westward dipole
element. These local level vectors (e, e,) must be transformed into the global system
(® 2.3) yielding e,, e, before they can be used to compute the effective dipole. The
next step is to compute the effective dipole of the transmitting antenna

d =e\- e, Xe, %) - e,

el (2-23)

d': effective dipole vector of the transmitting antenna of satellite i referring to site A

'«. ECEF unit vector in direction of the x-dipole element of the transmitting antenna
e\: ECEF unit vector in direction of the y-dipole element of the transmitting antenna

|

D
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e,: ECEF unit vector from receiving to transmitting antenna

where the unit vectors in direction of the dipole elements of the transmitting antenna
are computed with help the expressions given in section ® 2.4.4. Now, the fractional
part of a cycle Df can be determined with help of

z=¢e\, xd " d,) (2-24)
yielding
24 o)
Df, = BN 2 arccos Qdiﬂ+ (2-25)
2 g A5

Df,: fractional part of orientation correction with respect to receiver A and satellite i in units of cycles
and the integer part

DN} =int[DF'

A[ORI, PREV] ~

- Df iA +sgn (DF IA[ORI PREV] ~ - Df iA)] (2-26)

DN',: integer part of the orientation correction
DF ‘yoriprevi: OTientation correction of the previous epoch, initialized with zero for the first epoch

can be separated with help of the previous correction value DF o prey- SO, the new
orientation correction of the carrier phase measurements is

DF ! . = DNY +Df |, (2-27)

A[ORI]

DF ', or: Orientation correction for phase measurement at station A to satellite i

and must be added to the measured carrier phase. The correction term DF .y, is
initialized with zero for the very first epoch and accumulated subsequently. The
algorithm assumes that no correction greater than 180° occurs between two successive
epochs. This is never the case for static networks as long as no large data gaps occur
since the receiving antennas do not move at all and the transmitters only move
relatively slowly. The correction term in units of distance becomes

ds), =DF'

[ORI,L1] A[ORIL1] A, (2-28)

dS'yor: Orientation correction in units of wavelength | ; for phase measurement at station A to satellite i

for carrier wave L, and is, of course, different for the two carrier frequencies. It is
recommended to apply this correction when long baselines are part of the network to
analyze.

2.2.2.5 Hardware Biases

The transmitted signals are delayed in the GPS satellite's electrical circuits as well as
in the receiver. Following WUBBENA [1991, p. 21], the combined receiver/transmitter
hardware bias term for carrier wave L, becomes
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i _ ch{i i
dS/-\[HWB,Lﬂ =-C x(dbA[H] + db[H]) (2-29)
C: speed of light (in vacuum, c = 299 792 458 m/s)
db’: satellite/transmitter hardware bias

db,¥:  receiver hardware bias for channel ch{i} that is currently tracking satellite i
dS'yiwe: combined influence of transmitter/receiver hardware bias (receiver at station A to satellite )

and the double difference error term is

] = d)S}A[HWB,U]) (2-30)

[(HWB,L1] ) -

)= (dsgi[HWB,U] - dSi\ (dSiB[
=-c{(dbg) - abih)- (bl - bl

o i
N DdSAB[HWB,u HWB L1

that is free from the transmitter hardware biases, but not from the receiver hardware
biases. The hardware bias error is only zero if we can assume that the bias for channel
ch{i} is identical to that of channel ch{j}. This was true for old receivers like the
Texas Instruments TI 4100 that used the multiplex-technique to track up to 4 different
satellites. This means that this special receiver type only had one hardware channel
for L, (and another one for L,) and tracking of the satellites was performed by quickly
switching between them (multiplexing) like a single CPU of a personal computer is
able to switch between several applications and threads (multitasking). Hence, only
one receiver hardware bias for each carrier wave was present and fully eliminated
during double differencing. Modern receivers are disadvantageous in this case because
they usually provide 12 (or more) parallel hardware channels for each carrier
frequency and, as a consequence, the hardware biases will not necessarily be identical
for all these channels. However, the inter-channel biases are under control for most
receivers currently at the market and remaining uncertainties are soaked up by the
ambiguity states of the filter engine (® 2.5.2.2) as long as no ambiguity fixing is
forced (® 2.6). As the inter-frequency biases of both the transmitter and the receiver
cancel during double differencing, hardware biases are not expected to deteriorate the
GPS analysis results.

2.2.2.6 Relativistic Effects

According to WUBBENA [1991, p. 30], relativistic effects involve the periodic effect due
to the eccentricity of the GPS satellite trajectory

OSepr, = - 4.443 X101 S tlxc xe x/a x6inE 2-31)

&/m

speed of light (in vacuum, c = 299 792 458 m/s)
eccentricity of trajectory of GPS satellite i

semi-major axis of GPS satellite trajectory

eccentric anomaly of GPS satellite i

dS'eee: relativistic periodic effect for satellite i in units of [m]

ma e Q

and the radar delay effect
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_2GM 2|+ [Xa[+[X - X,|9

S, eop = n (2-32)
[RDE] 2 i i -
SR AR TR
GM: geocentric gravitational constant (WGS84: GM = 3.986005-10'* m3/s2)
X ECEF position vector of GPS satellite i
Xa: ECEF position vector of receiver antenna A
dS'yrop:  relativistic radar delay effect in units of [m]
The total relativistic correction is the sum of both effects,
dSI/-\[REL] = dSlA[RPE] + dSIA[RDE] (2-33)

but the periodic effect will cancel out during double differencing and only the radar
delay effect will remain. This correction may have a maximum value of about 2 cm for
the undifferenced phase observation.

2.2.3 Linear Combinations

Precise GPS network analysis with long baselines always makes use of the dual-band
carrier phases provided by GPS. Special linear combinations between these two
signals can be formed for special purposes. Generally speaking, a combined double
difference phase measurement can be written as

NDF

ABlatl,a2

=a, NDF',,, - a, NDF, , (2-34)

a, ,: combination factors for the original L, and L, carrier phases

and the ambiguity term associated with the linearly combined phase measurement
can be written in analogous form

NDNZB[aLaz] = NDNZB[U] - >‘NDI\JZB[Lz] (2-35)
Of course, the same can be done for (doubly differenced) pseudo-ranges after the

ranges have been converted into units of cycles:

yNDPRi,LB[U] L yNDPRgB[LZ]

NDPRi/jAB[aLaz] =, 2 (2-36)

IL1 |L2

The virtual wavelength of a linearly combined signal is given by SEEBER [1993, p. 257]

C
| = - @ (2-37)
e a4, xfu - a, foz

c: speed of light in vacuum

f.,, fL,: frequency of carrier signal L, and L,, respectively
a,,: combination factors

and the frequency is
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£, = =a, X, - a, X, (2-38)

al,a2 I

al,a2

The standard deviation S¢ ("noise level") of the undifferenced phase observation is

— 2 2
SElataz = \/(a1 >€F[L1]) +(a, >€F[L2]) (2-39)

The ionospheric amplification factor

a. X -a, X
V|ON:1L:¢ 2

ala2

(2-40)

is defined by LEINEN [1997, p. 12] and describes the impact of the 1% order
ionospheric effect on the linear combination. Special choices for a, and a, allow to
reduce or to eliminate the ionospheric effect. Some important linear combinations are
given in Table 2-2:

Symbol| a, 8 | pian | [Vion| | SFraiay |Remark

L, 1 0 190 | 0.780 3.0 |original L, signal

L, 0 -1 244 | 1.280 4.0 |original L, signal

[ 4 3 114 | 0.070 9.2 |near ionosphere-free

L, 5 4 101 0.055 10.4 |near ionosphere-free

Ly, 9 7 54 | 0.004 9.8 |almost ionosphere-free

L.,.60 77 | 60 6 | 0.000 9.8 |ionosphere-free, integer ambiguities
Lc 1 | f,/f, | 484 | 0.000 9.8 |ionosphere-free, floating ambiguities
Ly 1 1 862 | 1.000 19.6 |wide lane

Ly 1 -1 107 | 1.000 2.4 | narrow lane

Table 2-2 - Characteristic properties of the original signals (1* section), typical linear L;-L,-
combinations which reduce the ionospheric propagation delay (2" section) and additional signals
for special purposes like the wide and the narrow lane signal (3" section). The widely used L¢
signal is free of the 1* order ionospheric effect, but has the disadvantage of floating ambiguities
which complicates ambiguity fixing whereas L,,.¢, has integer ambiguities and is ionosphere-free
as well, but is practically unusable for ambiguity fixing due to its tiny wavelength. The wavelength
| .1.2 as well as the noise level sg are given in units of millimeters.

The most commonly used signal for filtering baselines longer as some tens of
kilometers is L.. Though this signal is called to be ionosphere-free, it is stressed here
that only the first order effect of the ionospheric propagation delay is eliminated (®
2.2.4), but WUBBENA [1991, pp. 25-26] states that higher order ionospheric effects can
be neglected for baselines up to several thousand kilometers if double differences are
used (see also section ® 6.2.5). The problem with L. is its non-integer nature that
complicates ambiguity fixing. Although experience underpins that float solutions are
sufficient when diurnal data batches from permanent tracking networks are analyzed,
ambiguity fixing is supported by the tropospheric analysis software with help of the
following two linear combinations: If the wide lane (a, = 1; a, = 1) and the narrow
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lane (@, = 1; a, = -1) ambiguities can be fixed, the nominal L.-ambiguity can be
computed and constrained in the filter (® 2.6.2).

The network filter software is also able to handle different linear combinations
depending on the baseline length. For example, near ionosphere-free combinations like
L., can be used for shorter baselines up to 100 or 200 km and the L.-signal will be
used for larger ones. The background to offer this opportunity to the analyst is to
simplify ambiguity fixing by using combinations with integer nature in situations
where the ionospheric effect is either eliminated in double differences to sufficient
extend, or properly modeled by external ionospheric information (® 2.2.4.3). A
disadvantage of near ionospheric-free linear combinations is their relatively short
wavelength.

2.2.4 lonospheric Error

Apart from the tropospheric propagation delay which is the core issue of this
disquisition (® 3.), the ionospheric delay must be properly addressed either by
elimination of most of its effect or by modeling it. In most cases, it is preferable to
eliminate the effect with help of dual-frequency data and use of the ionsphere-free
linear combination L.. As already mentioned, it is also possible to use linear combina-
tions with integer nature like L,, that only partially eliminate the ionospheric
influence. For further reduction, so-called IONEX maps'® are used which contain the
vertical TEC (VTEC) to estimate the first order ionospheric propagation delay. A
compensation with help of the Klobuchar-model is not recommended nor supported
because SEEBER [1989, p. 50] states that this model only mitigates about 50% of the
true propagation delay.

The ionosphere can be divided into several layers starting at an altitude of about 70
km and extends to an upper boundary layer of 1000 km. The propagation of
microwave signals transmitted by GPS satellites is influenced by charged particles
throughout this part of the atmosphere. Following HOFFMANN-WELLENHOF et al. [1993,
p. 911, the ionospheric propagation delay in radial direction over the antenna A at
height h, is the difference between the measured and the geometrical distance in
vacuum

dSEx = @), Mon(h)xdh- ¢ dh (2-41)

non:  index of ionospheric refraction

dh: differential increment in height

z: zenith angle

on:  path of a ray passing from GPS antenna in radial direction through the ionosphere

vac:  virtual path of a ray passing from GPS antenna in radial direction through the vacuum

19 The format of the ionosphere map exchange format IONEX is defined by SCHAER et al. [1998].
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where the index of ionospheric refraction n,, can be approximated by a series
expansion with reciprocal powers of the signal frequency f and given here for the
group delay"!

C C C
n,ON:1+f—§+f—§+f—j+~- (2-42)

¢, ,: coefficients of series expansion
f:  frequency of carrier wave

WUBBENA [1991, p. 25] as well as BAsSIRI and HAJJ [1993] mention that the first order
ionospheric effect (O{1/f2}) is by far the most dominant one with a maximum delay of
about 33 m on L, and 54 m on L, (absolute values) in zenith direction. Under average
conditions, zenith path delays in the range of 16 m (L,) to 27 m (L,) can be expected.
Second order terms (O{1/f3}) are in the range of 1 cm with a maximum of less than 3
cm for the linear combination L.. Finally, third order terms (O{1/f*}) of up to 6 mm,
but usually below 1 mm may remain in L. as well. These effects are normally further
reduced by double differencing of the observations.

2.2.4.1 First Order Effect

p SATELLITE i
Knowledge of the electron content is sufficient in

order to model the first order ionospheric effect. In
most cases, only the first order delay is taken into
account because it is by far the most dominant part of
the ionospheric propagation delay.

C C N
Noy » T+ =1+ —-=

f f A ION - ha
N.: electron density in [electrons/m3]

C: constant; C = 40.28 [m3/s2] ¢ SURFACE

Now, the ionospheric propagation delay in zenith
direction can be integrated using the electron density

N.. For carrier phase measurements this correction in
zenith direction is

EARTH CENTER

Figure 2-2 - Zenith angle z', from

Yoo ¥ C ground station A to satellite i and
dSon = 0% = X(‘)\le(h) xdh = — xVTEC (2-44) |ionospheric zenith angle z';, from
hAf f hy f the mean ionosphere to the

satellite  following ~ HOFFMANN-
WELLENHOF [1993]. The projec-
tion of the ionospheric point IP to
the surface yields the horizontal
coordinates needed for interpola-
tion in TEC maps like IONEX files.

VTEC: vertical total electron content in [TECU]
1 TECU = 10 electrons/m?

In practice, the zenith ionospheric delay must be
mapped into the direction of the line of sight of the

particular satellite. This is done by application of a

1 The ionospheric effect for the group delay is to be applied for pseudo-range measurements; the
absolute value for the ionospheric delay applied to carrier phase measurements is the same, but the sign
is negative. This fact has already been accounted for in the observation equations discussed before.
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mapping function. To do so, the zenith angle from the ground antenna at station A to
satellite i

_cosj , xcos| , XDX, +cosj , xinl , DY, +sinj , XDZ,

cosz, = S (2-45)
A

J oAl ellipsoidal latitude of receiver antenna at station A

| A ellipsoidal longitude of receiver antenna at station A

DX',, DY\, DZ'y: components of the distance vector between antenna at station A and satellite i

S distance between antenna at station A and satellite i

is commonly corrected by taking the distance between antenna and ionosphere into
account as shown in Figure 2-2:
. i o_r+h, o
SINz,, = ————XINnz, (2-46)
 + Nion
Z\p:  zenith angle from ionospheric point IP to satellite i
z's:  zenith angle from ground station A to satellite i
re: earth radius (r; = 6371 km)

hon: mean height of ionosphere (h,y = 300 ... 500 km)
hy:  height of ground station A

where the weighted mean height of the ionosphere is normally chosen to be about
450 km. Generally speaking, heights in the range of 300 to 500 km are valid values,
see HOFFMANN-WELLENHOF [1993, p. 92]. Uncertainties in h,o, mainly affect observa-
tions at low elevations, whereas high-elevation measurements remain more or less
untouched. The slant delay now becomes

i i = 1 o C 1
AS o = Mion (ZlP)mséﬁ = S50 = 5 x——XVTEC (2-47)
Cos z}, Cos Z}

where 1/cos z is the mapping function or obliquity factor. Other formulations are, of
course, possible. For instance, KLOBUCHAR [1996] uses

L3
mox (€)= 1+16>§6.53- %% (2-48)

€,: elevation angle from ground station A to satellite i in radians (Z, = p - €,)

and uses the zenith or elevation angle, respectively, from antenna site A to satellite i
rather than that from the ionospheric point IP to the satellite.

2.2.4.2 Second Order Effect

For high-precision applications, it might be desirable to model the second order effect
to further reduce ionospheric errors. Bassirl and Hajs [1993] have developed an
approximate method to describe this effect for average conditions. Geomagnetic
coordinates are needed for these computations:
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cos(,, =sindxcosbxingxcos| +sindxinb>inginl +cosdxcosq
- sinb>ingxcos| +cosbxing>sinl
cosd{coshsingxcos| +sinbsingsinl )- sindxcosq
ey, =€ (2-49)
a,, =a +arccos(sinl sinl ,, xcosdxcosb +cos| xcos| , xcosb

tanl ,, =

+sinl xcosl ,, xinb- cos| inl ,, xcos d>sinb)

0w, O geomagnetic and geodetic pole distance (co-latitude, g = 2p-j )
| w | - geomagnetic and geodetic longitude

e,, & geomagnetic and geodetic elevation angle

a,, a: geomagnetic and geodetic azimuth

d, b: rotation angles (b = 291°,d = 11.5°)

Alternatively, global geocentric position vectors can be transformed into geomagnetic
coordinates with help of the transformation equation

aeosdxcosb cosdxsinb - sindg
Xy :g - sinb cosb 0 %XX (2-50)
8sind>cosb sind>sinb cosdg

Xu, X: geomagnetic and geodetic ECEF position vector
The pole distance is further corrected by

hon COsa,,

» - (2-51)
9% > oy r. tane,,
and now, the second order group delay can be computed
3
529 5 &7 377 X107 9 x— 2 >15inq¢ XCos €, Xcosa,, - 2*cos ¢ xsine
- e +hon g ; " " i M (2-52)

Mion (ZIiP ) XTEC

| : wavelength of carrier wave
that shows a sensitivity of 0.16 and 0.33 mm per TECU for L, and L,, respectively.

2.2.4.3 Interpolation in IONEX Files

As already stated, needed VTEC values are interpolated in IONEX files which are more
accurate than using the Klobuchar-model. Currently, this IGS product contains global
VTEC layers with a horizontal resolution of 5° in longitude and 2.5° in latitude and a
temporal resolution of 2 hours, i. e. 12 VTEC maps per day and 12 RMS maps
describing the accuracy. Several analysis centers take part in the production of these
files, but rather different analysis methods are in use. A joint product like the
combined IGS orbits has not been established by the IGS community yet. The methods
for horizontal and temporal interpolation applied in this study are given here briefly.
Further details on the format can be found in SCHAER et al. [1998].
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2.2.4.3.1 Computation of lonospheric Points

Due to the relatively high altitude of the mean ionosphere, it is not suitable to
interpolate VTEC values directly at the coordinates of antenna A. Instead, ionospheric
points IP (see Figure 2-2) have to be computed for each line of sight. This also implies
that for all satellites i, j, k, ... in view there will exist individual ionospheric points.
The azimuth

- sinl , XDX, +cosl , DY}

tana), = . : :
A - sinj , xcosl , XDX, - sinj , sinl , DY} +cosj , XDZ,

(2-53)

Joala ellipsoidal latitude and longitude of receiver antenna A
DX',, DY',, DZ',: components of the distance vector between antenna A and satellite i

is needed for the derivation of ionospheric points. According to LEINEN [1997], the
latitude of the ionospheric point IP shown in Figure 2-2 can be obtained by

sinj |, =sinj , Xcosz,, +cosj , Xsinz, Xcosa', (2-54)

and the longitude is

&inz,, xina), 0

p =1, +arcsin g (2-55)

cosi v 5

Note that the VTEC grid is represented by geocentric latitude and longitude, so the
ellipsoidal latitude of a particular tracking station must be converted to

tanj j» = (1- fiues )" Xanj s (2-56)

i geocentric latitude
j . ellipsoidal latitude
fwcs: flattening of WGS84 ellipsoid (fgs = 1/298.257224)

2.2.4.3.2 Horizontal Interpolation

The 4 nearest neighbors contained in the VTEC map are looked up and a weighted
mean is computed using the reciprocal spherical distance raised to the power of 1.5
as weighting coefficient.

2.2.4.3.3 Temporal Interpolation

A 10-point-polynomial is used for interpolation in time domain. This allows to model
the periodical behavior of the VTEC time series, but also requires IONEX maps of the
previous and the following day as the analysis system normally processes diurnal data
batches.
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2.2.5 Cycle Slip Detection and Repair

If it can be assumed that all coordinates are known a priori with reasonable accuracy,
the floating ambiguities can be computed by solving the observation equation for the
ambiguity term:

Y NDS’ . - NDdS' + NDdS!
NDNI/J\B[U] — AB[L ABI[|ON L] AB[TROP] NDF ,/]\B[L”
1
~ N ~ . (2-57)
L NDS . - NDdS" + NDdS"
NDNAB[LZ] — AB[L2] AB[ION,L2] AB[TROP] NDF ,AB[L2]

I,

The analysis software now compares the floating ambiguities of the current with those
of a previous epoch

dNDN(t)AB[U NDN( Dt)/—\B (L1 NDN( )AB L1
dNDN(t)AB[LZ] NDN( - Dt)AB L2] NDN( )AB[LZ]

(2-58)

and if this difference dNDN(t) exceeds a pre-defined threshold, e. g. 1 cycle, it is
rounded to the nearest integer value

RNl = I EBNDN( )+ 580 GNDN ()2 (2:59)

The ambiguity of the current epoch t will be updated to become equal to that of the
preceding epoch t-Dt by

NDN( )AB [REPAIRED,L1] — NDN( )/—\B[L1] +dN DN( )AB [INT L1] (2-60)

and the phase measurement is corrected as well

~

Nm(t)i/j\B[REPAIRED L1 NDQ( )AB[L1] dNDN( )AB[INT L) A (2-61)

In this way, both carrier frequencies can be checked for cycle slips separately.
Moreover, no code-carrier combination is necessary which has a high noise-level. So,
the detection is rather sensitive and will also reveal phase gaps as small as one cycle.
The major disadvantage of this algorithm'® is the necessity of a reasonably good a
priori knowledge of the site coordinates. In the case of new stations with uncertain
coordinates being part of the network, the detection threshold must be relaxed or the
algorithm must be disabled entirely. In principle, it is not harmful to disable cycle slip
detection because the Kalman filter itself (® 2.5.2) has several blunder detectors (®
2.5.2.8) that will easily detect phase gaps, but in contrast to the pre-processing

12 Actually, the cycle slip detector presented here is quite similar to the use of triple difference phase
observations. The major differences are that predicted atmospheric effects and a priori coordinates
(satellite-receiver geometry) are incorporated, so the algorithm does not entirely rely on measurements
alone.
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procedure described here, the filter will not repair cycle slips. For other approaches to
this problem, the reader may also refer to HOFFMANN-WELLENHOF et al. [1993].

Note that a maximum value for the time lag Dt is defined that usually lies below 3000
s. It defines the history of an ambiguity record maintained by the analysis software.
The background for the definition of a maximum history can be explained by the
following example: It might happen that a certain ambiguity combination is not
present for some few epochs due to bad signal-to-noise ratio™ or other reasons. In
case of re-occurrence after some epochs, there will be no loss of memory: The pre-
processor will look a bit more backward in history, will find a corresponding
ambiguity and perform the comparison. If the history covered only one single epoch, a
possible phase break could not be repaired. On the other hand, if the history list is
enlarged to more than half of the day, there will certainly be a re-occurrence of one
and the same satellite (and likely of the same ambiguity combination) because the
orbital period is about 12 hours. So, after the disappearance of a certain satellite, it
will re-occur during the day, the cycle slip detector will look up the history list, find an
entry related to the previous revolution of the satellite and compare it with the
measurements of the current revolution. In this case, the difference would be hardly
of integer nature.

An additional remark should be devoted to the process of cycle slip fixing: Phase gaps
are only closed if the integer difference does not deviate from the float solution for
more than a pre-defined threshold which is 0.3 cycles by default. This check
guarantees a reliable round-off to the nearest integer. Test-runs showed that there are
only very few non-fixable cycle slips on carrier phase L,, but a much larger amount of
non-fixable gaps may occur on L,. This fact is not too unexpected as the C/A-code is
missing on L, and in many cases, the signal-to-noise ratio of these measurements is
significantly worse in comparison to L, measurements.

2.2.6 Multipath Detection

The multipath problem is less troublesome for permanent GPS arrays with carefully
selected antenna sites than for kinematic surveys and similar applications. As for the
case of cycle slips, the blunder detector of the Kalman filter is also able to detect
strong multipath affection and can eliminate associated observations (® 2.5.2.8).
Moreover, a code-carrier combination can be used at the pre-processing stage in order
to detect multipath situations. This combined signal is furthermore denoted as
multipath signal MP and expressed in doubly differenced form. The following
equation shows the multipath signal for carrier wave L,

NDMPEB[U] NDPRi/j\B[U] - NDQZB[U]
2 xNDdS! +NDNJ,

AB[ION,L1]

(2-62)

L1 X L1 + eNDMP

13 The pre-processor will eliminate measurements with poor signal-to-noise ratio. In RINEX files, the
signal-to-noise ratio is described by an indicator ranging from 1 to 9 where 9 is best and 1 is poorest
signal quality. The threshold to good C/N is about 5. Flags below this value will normally lead to down-
weighting of the associated measurements. All measurements flagged with a C/N-indicator of worse
than 2 are deleted by the pre-processing module.
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MP: multipath signal, code-minus-carrier combination
e,p: noise term (will contain noise due to multipath effects)

which does not only incorporate the multipath noise e,,, but also the ambiguity term
N and the double influence of the ionospheric propagation delay dS, ;. If this signal is
compared with the value of the previous epoch, it can be assumed that the ionospheric
delay remained approximately constant

NDdSi/jABUON,U] (t- D) » NDdSi/jABUON,U] (t) (2-63)
and the same should be true for the ambiguity term. In contrast to the cycle slip
detection function, the time lag Dt is limited to exactly one epoch, i. e. Dt = 30 s for
the IGS tracking network, so only subsequent samples are compared with each other.
If the difference

dNDMP, , (t) = |NDMPJ (£ - Dr)- NDMPY, (1)) (2-64)

L1

exceeds a pre-defined threshold and it is certain that the reason for this discrepancy is
not linked to a (non-fixable) cycle slip, the associated measurements of the current
epoch as well as those of Dt future epochs will be eliminated. Dt,, is typically
between 5 to 10 minutes (10 to 20 epochs for the IGS network) and represents typical
periods for multipath affection. Further information about the multipath problem can
be found in BRAASCH [1996] and RAY and CANNON [1999].

2.3 Site Displacements and Corrections

This section deals with the correction of antenna coordinates due to several effects.
Solid earth tides cause displacements in the order of up to several decimeters, the pole
tide may have an impact of up to a few centimeters depending on the pole position
and ocean loading effects are usually in the range of some millimeters, but can amount
to more than 1 cm for certain sites. Moreover, geometric corrections must be applied,
the antenna eccentricity offset for instance, and the antenna phase center correction is
of relevance.

For several corrections it is necessary to transform coordinates between the global
geocentric (ECEF) and the local topocentric reference system (local level system). The
transformation of local level coordinates into the global Cartesian ECEF system is
given below

2 sinj xcosl - sinl  cosj xcosl
X=X, +¢-sinj sinl  cosl  cosj »sinl +xx (2-65)
8 Cos|j 0 sinj B

ellipsoidal latitude of the origin of the local topocentric system

ellipsoidal longitude of the origin of the local topocentric system

global geocentric coordinate vector of the origin of the local topocentric system

global geocentric coordinate vector (X, Y, Z) of the transformed point

local coordinate vector consisting of the northward (x), eastward (y) and the radial component (z)

o

< T
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and can be used to transform several corrections, e. g. ocean loading or pole tide
deformations which are originally expressed in the local level system: The geocentric
coordinate vector X, and the associated latitude and longitude represent the
uncorrected station coordinates, the site displacement is given in form of vector x (or
Dx) and the transformed point X is the corrected station position expressed in the
global coordinate system.

The coordinate vector for an arbitrary station for carrier wave L, can be denoted in
the ECEF system as

P

(t)[Lﬂ =X+ DX(t)VEL + DX(t)SET + DX(t)PT + DX(t)OL + DXy + DXPCV[LH (2-66)

@
=

antenna phase center position vector at epoch t
coordinate vector of the point monument

t)yg : velocity correction vector at epoch t

)ser: solid earth tide correction vector at epoch t

)

)

I>< I

pr: pole tide correction vector at epoch t

t)o.: ocean loading correction vector at epoch t
antenna eccentricity vector

antenna phase center offset correction vector

2998

99
n m
£

where the velocity correction (® 2.3.1), the earth (® 2.3.2) and pole tide (® 2.3.3)
as well as the ocean loading correction (® 2.3.4) try to compensate several effects
deforming the earth's body. The antenna eccentricity term (® 2.3.5) is a pure
geometric correction accounting for the fact that the point monument is normally not
identical with the antenna reference point. Finally, the antenna phase center offset
correction (® 2.3.6) models the difference between the antenna reference point and
the true GPS antenna phase center which is usually different for L, and L,. The vector
X is what we usually try to estimate during network filtering, i. e. the time-invariant
components of the ground monuments.

2.3.1 Velocity Correction

The initial positions normally refer to the ITRF, EUREF, or a similar reference frame.
The ITRF is a global reference frame. This means that effects like plate tectonics will
make the positions of the ground-stations to vary with time. Therefore, the epoch
must be explicitly given for any coordinate solution and a position record does not
only consist of a coordinate triple, but also of a velocity vector. The reference epoch is
expressed in decimal years. The solutions for both the ITRF96 and ITRF97 are
referenced to the epoch 1997.0, for instance. Assuming a constant velocity, the
coordinates of the observation epoch can be obtained by applying the law of linear
motion

X0
G~ N

X(t) = (}Y?: X(tREF) + (t - Crer ) Vy (tREF) U vy (tREF) ° vy (t) (2-67)
&5

t: observation epoch in [years, decimal]

trer: reference epoch in [years] as given in network solution file
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X(b): ECEF position vector at observation epoch t in [m]
X(tger): ECEF position vector at reference epoch tg in [m]
vy(tger): Velocity vector of station at reference epoch in [m/year]

Typical site velocities are between 1 and 2 cm per year, e. g. Oberpfaffenhofen (OBER)
and Potsdam (POTS) have a resulting velocity is 2.4 cm/year, and some stations with
higher rates can be found, too, for example Easter Island (EISL) with 6.9 cm/year.

2.3.2 Solid Earth Tides

The gravitational attraction of moon and sun (and other bodies of the solar system) is
responsible for what we call solid earth tides causing site displacements of up to
several decimeters'®. LANDAU [1988] approximates the site displacement by the
formula

é & .Uy U
- m A h. = X =~
DX, = —L x—Lt ,egg TLT vl —P —] T . 2Ux=P 3 (2-68)
TN AT & SR e
e u )
re: radius of the earth (set equal to |X,|)
X ECEF coordinate vector of the disturbing body (moon or sun)
X, ECEF coordinate vector of the ground station

my/m;: mass ratio of disturbing body to earth (myoon/me = 0.012300034, mg/m; = 332945.94)
h,l,:  Love and Shida number (h, = 0.6090 and |, = 0.0852)

that can be easily implemented. Comparative studies with the IERS reference model
showed that this approximation is only accurate to some centimeters as it only takes
the frequency independent transfer functions (h,, 1,) of tides of degree and order 2
into account and does not involve any corrections due to the frequency dependency of
the transfer functions.

A more precise algorithm was implemented in the analysis software that follows the
IERS Conventions 1996". This model is significantly more sophisticated and said to
have an accuracy in the millimeter range. The reader may refer to MCCARTHY [1996,
pp. 55-65] for a full documentation. A concise summary can be given as follows: In
afirst step, several corrections are computed in the time domain, e. g. the general
degree 2 and 3 in phase corrections are processed taking into account elastic and
inelastic effects as well as out-of-phase corrections of degree 2 and contributions from
the latitude dependence for the diurnal and semi-diurnal tides. In a seconds step,
corrections are computed in the frequency domain for the diurnal, semi-diurnal and
long-term tides. Figure 2-3 shows a comparison in radial direction of the models
presented by MCCARTHY [1996] and LANDAU [1988].

14 Computation of solid earth tides requires knowledge of the positions of the disturbing bodies (sun
and moon). The TropAC analysis system uses the JPL Planetary Ephemeris DE200. For more
information on this issue see http://www.gb.nrao.edu/~rfisher/Ephemerides/ephem_descr.html.

> The algorithm was originally coded by V. Dehant, S. Mathews and J. Gipson in the FORTRAN
programming language and translated to C++ which is the standard programming language of the
TropAC analysis software. The original code can be obtained via ftp.//ftpserver.oma.be/pub/astro/
dehant/IERS.
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Solid Earth Tides
IGS Station Potsdam, 1998-10-06
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Figure 2-3 - Comparison of the radial site displacements for IGS tracking station Potsdam (POTS)
using the approximation presented by LANDAU [1988] and the IERS model documented by
MCCARTHY [1996]. The difference between both models is dominated by a systematic error with
a magnitude of about 5 cm. Generally speaking, the diagram shows that site displacements due to
solid earth tides cannot be omitted as they cause diurnal variations of more than 2 dm in the

radial coordinate channel.

Tide f u
M, 1.0004 - 0.0373 cos N + 0.0002 cos (2N) -2.14°sin N
S, 1.0 0.0
N, see M, see M,
K, 1.0241 + 0.2863 cos N + 0.0083 cos (2N) -17.74° sin N + 0.68° sin (2N)
- 0.0015 cos (3N) - 0.04° sin (3N)
K, 1.0060 + 0.1150 cos N - 0.0088 cos (2N) -8.86° sin N + 0.68° sin (2N)
+ 0.0006 cos (3N) - 0.07°sin (3N)
O, 1.0089 + 0.1871 cos N - 0.0147 cos (2N) 10.80° sin N -1.34° sin (2N)
+0.0014 cos (3N) +0.19°sin (3N)
P, 1.0 0.0
Q, see O, see O,
M, 1.0429 + 0.4135 cos N - 0.0040 cos (2N) -23.74° sin N +2.68° sin (2N)
-0.38°sin (3N)
M., 1.0000 - 0.1300 cos N + 0.0013 cos (2N) 0.0
Sa 1.0 0.0

Table 2-3 - Amplitude scaling factors f and phase angle offsets u for the required partial tides

according to DOODSON [1928, pp. 274-275, tables 25, 26 and 27].
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2.3.3 Pole Tide

The site deformation due to polar motion can reach a maximum radial displacement
of about 2.5 cm. Following the IERS Conventions 1996, the correction in the local
topocentric system is

& é m | 0

Ny ¢+0.009 Ero sl 20 {Xpo e %081 - Yoo Nl )7

o ¢ +

_ G~ 5 m : +
Dxpr =cDy+ -= g +0.009 § cseca osq><(xPOLE sinl +y,q *cos| ) - (2-69)

§Dzg € & N

- 0.032 Usin 204X %05 | - Yoo sinl )

arcsecH 2}

northward displacement in the local level system
eastward displacement in the local level system
radial (vertical) displacement in the local level system (positive upwards)
pole distance; q = Y2p-j with ] being the ellipsoidal latitude
ellipsoidal longitude
: pole coordinate component x in arc-seconds
Yroe: Pole coordinate component y in arc-seconds

T RYY

where the current pole position is given in seconds of arc. More details are given in
MCCARTHY [1996, pp. 65-66].

2.3.4 Ocean Loading

Site displacements due to ocean tide loading can be modeled if the amplitudes and
phase angles of the partial tides are known which are made available by SCHERNECK'®.
According to MCCARTHY [1996, pp. 51-55], the site correction due to ocean load can
be estimated by summing up the influence of all partial tides via the formula

éerC')
Dxo =¢- Dx,~ U Dxc af><ACJ>cos(1.>¢+cj+uj-ch) U c=123 (@70

& Dx,

Dx.: site displacement due to ocean loading for coordinate componentc = 1, 2, 3
t:  time argument

Ac;: amplitude of partial tide j for coordinate component c withj =1, 2, ..., 11
f.;: phase angle of partial tide j for coordinate component c

 scale factor for tide j

u;:  phase angle offset for tide j

w: angular period of partial tide j

c: astronomical argument of partial tide j

where the ocean loading tables provide amplitudes A.; and phase angles f; for the
following 11 tides in ascending order fromj = 1, 2, ..., 11: M,, S,, N,, K,, K;, O,, P;,

16 Ocean loading tables were computed by SCHERNECK [1983] and are available for most IGS sites via
ftp://gere.oso.chalmers.se/~pub/hgs/oload/README.
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Qi M;, M, and S_,. The sum of w t+ ¢, can be computed by the function ARG' as given
by MCCARTHY [1996, page 52]. The coordinate components Dx. are given as radial,._,),
westward,._, and southward component,_; in the local level system. f; and u; are the
scale factor and the phase angle offset for tide j and depend on the longitude of the
lunar node. These values can be calculated with help of tables XXV, XXVI and XXVII of
DooODSON [1928] where the argument N is computed using the formula

N = 259.157 [deg] - 19.32818 [deg/year] (Y - 1900) - 0.05295 [deg/day] (D + 1)  (2-7D)

Y: year, 4 digits, e. g. 1999
D: day of year elapsed since January 1* of year Y
I: | =int[(Y-1901)/4]

and is needed for the interpolation functions for f and u. The factors and phase angle
offsets are given in Table 2-3.

2.3.5 Antenna Eccentricity

The antenna eccentricity correction is a geometric correction due to the fact that the
antenna reference point is usually not identical with the point fixing. The eccentricity
information is given in the RINEX header in local level coordinates and directly
constitutes the displacement vector

é:ﬂ)xg aDNAEQ
Dx e = (}DYf: G DEe N (2-72)
&rp &Ry 5

with DN, DE,;, DR,; being the northward, eastward and radial antenna eccentricities
as given in the header section of the RINEX observation file.

2.3.6 Antenna Phase Center Corrections

The observation equations were presented in section 2.2 and the reader might have
noticed that the geometrical distance between antenna and satellite was denoted in
connection with the carrier signal. Usually, it is

SlA[U] t SlA[L2] (2-73)

because the antenna coordinates are unequal on L, and L, due to difference in
antenna phase center which is about 2 cm for Dorne Margolin antennas that are
widely used within the IGS network.

In addition to this constant offset between the nominal antenna reference point an the
actual antenna phase center, elevation-dependent antenna phase center variations
may occur. This second term is applied as a correction to the phase measurements.

17 Note that a year 2000 problem may arise since the function needs a 2-digit-year (99 instead of 1999)
as input. However, for 2000 and future dates up to 2999, it is necessary to continue with 100+Y%100
where ‘%’ is the modulo operator and Y the 4-digit-year.
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Variations in azimuth are also possible, but are not yet part of the official antenna
phase center calibration tables provided by IGS and NGS. For further reading refer to
MADER [1999], who also describes the standard format of PCV-files supported by the
TropAC analysis system, and KANIUTH et al. [1998].

2.3.6.1 Antenna Phase Center Offset

The antenna phase center offsets are given in the calibration tables for L, and L,,
respectively, in the local topocentric coordinate system

éé)xg BNy g 9
DXPCV[U] = (}Dy+: ¢ DEPCV[U] - (2-74)

8DZB gDRPCV[Lﬂ /]

and can be converted into a global geocentric correction vector DXpq,,. Now, the
distance between the GPS receiver antenna and the GPS satellite can be written as

g = \/(XA + DXpeygy - Xi)Z + (\(A + DVpey gy - Yi)z + (ZA + D gy - Zi)z

AL
(2-75)

i = \/(XA + DXPCV[L2] - Xi)2 + (YA + DYPCV[LZ] - Yi)2 + (ZA + DZPCV[L2] - Zi)2

AlL21 —

XY, Z: satellite position

Xu Ya Z4: coordinates of receiver antenna reference points

DXpey: local level vector of antenna phase center offset corrections
DXpey: ECEF vector of antenna phase center offset corrections

The coordinates can be referred to the L, antenna phase center, too,
DXA[U] =Xt DXPCV[U] (2-76)
and in this case, only the phase center difference between L, and L,
DXpev = DXecviia = DXpevpy (2-77)

is needed for proper modeling of the observations:

SiA[Lﬂ \/(XA[UJ ) Xi)2 + (YA[U] ) Yi)2 + (ZA[L1] } Zi)2

i _ i\ i\ i\
Shiy = Ky # DX - X+ (v, +DV02 - Yf 4 (2, +DZLE" - Z)

(2-78)

Note that the phase center offset correction cannot be omitted for precise coordinate
solutions nor tropospheric parameter estimation. To recall two antenna types which
show rather high L,/L, phase center differences: Dorne Margolin antennas have a
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radial difference of almost 2 ¢cm and the Ashtech 700829 antenna shows a difference
of 3.2 cm between both phase centers'®.

2.3.6.2 Elevation-Dependent Phase Center Variations

Following MADER [1999], GPS antennas are currently best calibrated in relative mode.
At the NGS, the receiver clock error is minimized using a rubidium oscillator. A set of
single-difference phase residuals for L, and L, is fitted to a polynomial function

D(F oss = F cac )i =1, +c,x +¢, >€‘|2 G Xe? tC, >(ei4 (2-79)

F oss: observed phase measurement
F cac: calculated (fitted) phase measurement

t;: relative time delay
¢, 4. polynomial coefficients
e: elevation angle to satellite i

and the adjusted, elevation-dependent calibration function is represented in PCV
calibration files by discrete values in elevation-increments of 5°. The user can
interpolate the values for the requested elevation angle with help of linear
interpolation between the two nearest neighbors. The corrected phase measurement is
then obtained by

it A i PV
QA[Lﬂ - QA[U] B DQA[U] (2-80)
Q: corrected phase measurement in meters
Q: original phase measurement in meters (Q =f | with f: phase in cycles, | : wavelength)

DQ™: elevation-dependent PCV correction, linearly interpolated in PCV-file, in meters

Note that the elevation-dependent correction values are given in millimeters in the
PCV-calibration files.

2.4 Handling Precise Orbits

Precise orbits are produced by the IGS analysis centers using parts of the global IGS
tracking network at global scale. Three major products can be distinguished: predicted
orbits are calculated 24 and 48 hours in advance, respectively, and have meanwhile
reached an accuracy level of about 5 dm. They are designed for real-time purposes
and can be used to replace the less accurate broadcast orbits. The IGS rapid orbits are
produced with a latency of just 2 days and are accurate to 1-2 dm and the final orbits
have a latency of 2 weeks and can be considered as the most precise product with a
RMS of often better than 1 dm. The major difference between both types is that rapid
analysis starts earlier and hence might suffer from data outages more severely than
the final analysis.

8 See the IGS phase center variation file IGS 01.PCV for details which can be obtained via
ftp://igschb.jpl.nasa.gov/igscb/station/general/igs_01.pcv. Moreover, the U. S. National Geodetic Survey
(NGS) provides antenna calibration information for many more antennas, see http://www.grdl.noaa.
gov/GRD/GPS/Projects/ANTCAL
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IGS orbits are exchanged in the standard SP3-format, see REMONDI [1989]. In contrast
to RINEX navigation files, no orbital elements are given, but the ECEF position
vectors' for each satellite in time intervals of 15 minutes. This kind of representation
is sufficient to allow interpolation with an accuracy in the millimeter range.

2.4.1 Format Conversion of Broadcast Orbits

Broadcast orbits have an accuracy of 1 to 5 m. This is insufficient to filter tropospheric
delays and, consequently, IGS orbits are used within the analysis system for most
purposes with SP3-files being the only orbit format supported. However, the software
can also be used for other purposes than tropospheric delay estimation and as a
compatibility function, SP3 files can be created from RINEX navigation files. The
formulas for computation of ECEF satellite coordinates from the standard GPS orbit
representation are given below for the sake of completeness.

Following SEEBER [1993, pp. 220-224], the satellite clock error is

dt =a, +a, ><(t B toc) ta, ><(t - toc )2 (2-81)

dt: satellite clock error

a,_,: polynomial clock error coefficients for offset (a,), drift (a,) and aging (a,)
toc: time of clock, reference epoch of clock error coefficients

t:  time for which the satellite position is requested

where the time of clock t,. is given in year, month, day, hour, minute and seconds of
GPS time. The time t, relative to the orbit reference epoch t; is

t, =t- toe - dt (2-82)
t;: time elapsed since the reference epoch of the GPS satellite orbits

tor: time of ephemeris, reference epoch of the orbit elements

and here, the reference time t; is given in seconds of week starting with 0 seconds on
Sunday, 0 h. From Kepler's 3" law follows

_ [cM
no =\ (2-83)

no: computed, uncorrected mean motion
GM: geocentric gravitational constant (WGS84: GM = 3.986005-10** m3/s2)
a: semi-major axis of satellite trajectory, Ca is given in RINEX navigation file

which is corrected to

n=n, +dn (2-84)

n: corrected mean motion
dn: correction value for mean motion supplied by RINEX navigation file

9 ECEF are earth-centered and earth-fixed positions, i. e. the coordinates are not referenced to the
inertial reference frame.
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and allows to compute the mean anomaly

M=M, +nx, (2-85)

M: mean anomaly at requested epoch t
M,: mean anomaly at reference epoch tq;

The eccentric anomaly E must be solved in an iterative way using equation

E=M+exinE (2-86)
E: eccentric anomaly

e: eccentricity of satellite trajectory, given in RINEX navigation file

with a suggested start value of E = M. Now, the true anomaly v can be determined
non-ambiguously with help of the two formulas

/ 2 .
cosv = M U sinv= w P v=atan2(sinv;cosv) (2-87)
1- excosE 1- excosE

v: true anomaly

and the atan2-function which is implemented in the C programming language (and
many other ones). The argument of latitude in the satellite system is

U, =v+w (2-88)
Ug: uncorrected argument of latitude in the satellite system

Now, the harmonic corrections can be determined with help of the values for CUC ...
CIS given in the navigation message

du = CUC xcosu, + CUS xsinu,
dr = CRC xcosu, + CRS xsinu,, (2-89)
di = CIC xcos u,, +CIS »sinu,

du: correction term for latitude argument
dr: correction term for radius of trajectory
di: correction term for inclination

and the corresponding corrected elements are found to be

u=u, +du
r=ax1- excosE)+dr (2-90)
..o di ,
=i, +—>x, +di
dt
u: argument of latitude in the satellite system
r: radius of satellite trajectory

i inclination of satellite trajectory
di/dt: change of inclination, first derivative of inclination, given in navigation file
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The 2-D-coordinates referenced to the satellite's orbital plane

x =rxcosu U y =rxsinu (2-91)

x,y: coordinates of space vehicle, expressed in the orbital plane

can be transformed into global geocentric coordinates if the ascending node

a&lW o

W=W, +¢——- W, =X, - W X (2-92)
édt 2

W argument of ascending node

W: ascending node at reference epoch t,, given in navigation file

dWdt: change in ascending node, given in navigation file
W angular velocity of the earth (WGS84: w; = 7.2921151467-10° rad/s)

is determined:

8@(9 éaavcosW- y >%sinWxcosig
X =¢Y+=cx%inW+y xcos Wxcos i+ (2-93)
&5 & yosini o

X: ECEF position vector of satellite at requested epoch t

With this algorithm, the geocentric satellite positions can be computed and SP3-files
can be easily created. It is pointed out that broadcast orbits refer to the antenna phase
centers of the GPS transmitters, see ICD-GPS-200 [1997, p. 97]. Clearly, this is a
different reference than that valid for the IGS orbit products which always refer to the
mass center of the GPS satellite as stated by ROTHACHER [2000] and SCHENEWERK
[2000].

2.4.2 Orbit Interpolation

REMONDY [1989] showed that it is possible to interpolate the satellite position vectors
given each 15 minutes with sufficient accuracy using polynomials, despite of the
disadvantages of polynomial interpolation (see Figure 2-5). He recommends
polynomials of order 17 for high precision applications. A Neville polynomial
interpolator is used within the tropospheric analysis system which is documented by
PRESS et al. [1992, pp. 108-110]. The analyst may define how many points (nodes)
shall be used® as well as the threshold for the interpolation error.

Experiments showed that symmetric interpolation (Figure 2-6) is needed to maintain
a best-possible interpolation result. For 18-point-interpolators, this means that 9
satellite positions given in the SP3-file must lie directly before the epoch to interpolate
and 9 nodes are to follow the interpolated point in time.

20 At least 10 nodes are recommended, the default is 17 and the highest degree that should not be
exceeded is around 22.
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Resulting Interpolation Error
18-Point-Interpolator

Interpolation Error [mml

0
1234567 8 9101314151617181921222324252627293031
GPS Satellite ID

Figure 2-4 - Resulting interpolation error for 1998/11/20 at 12 h GPS time. The data record for
this epoch has been cleaned in the original SP3-file and was interpolated with a 18-point-
polynomial, i. e. a data gap of 30 minutes was bridged. In operational use, only 15 minutes need
to be bridged. The average RMS error is about 2.5 mm; the RMS for a 17-point-interpolator is
identical. The satellite ID corresponds to the PRN number given in RINEX measurement and SP3
orbit files.

Interpolated

Polynomial Trug
l Function

Given points (nodes)

Oscillation

< Swing out

Figure 2-5 - Possible problems of the use of high-order polynomials for the approximation of
functions. Especially high order polynomials tend to 'swing out' at the boundary regions defined
by the given points. This is why extrapolation may turn out to be very critical. Moreover,
‘'oscillations' between given points may degrade the overall accuracy of polynomial
approximations.

Figure 2-4 shows the resulting interpolation error for a selected day at 12 h GPS time.
Using an interpolation polynomial which is built of 17 to 22 nodes, the resulting
interpolation error is lower than 5 mm. Evidently, this interpolation uncertainty is
much smaller than the orbit error itself (about 0.5 to 3.0 dm for precise IGS orbits).
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Symmetric Interpolation Non-Symmetric Interpolation
Used Nodes

Point to be interpolated VA

-2 10 1 2 .. 0 1 23 45
Epoch Epoch

A
\4

Figure 2-6 - Principle of symmetric and non-symmetric interpolation. Results showed that non-
symmetric interpolation suffers from boundary problems related to swing-out effects and is
therefore not recommended. Symmetric interpolation, however, requires that orbit data from
both the previous and the following day are needed. (Example: The diurnal data batch starts at
midnight, so that symmetric interpolation can only be carried out if orbit data starting at
approximately 22 h GPS time of the previous day are available).

2.4.3 Epoch of Signal Transmission and Receiver Clock Check
2.4.3.1 Epoch of Signal Transmission

The position of a specific satellite is to be precisely determined for the epoch of signal
transmission. This time index has to be computed in an iterative way since the
receiver clock error is not well-known a priori. The analysis software makes use of the
sufficiently known antenna positions and uses the code-ranges for clock error
determination.

STEP 1: Interpolation of approximate satellite position for t'oz
(time of receipt, given in RINEX file, recorded by GPS receiver)

Polynomial interpolation is used for orbit interpolation (® 2.4.2).

STEP 2: Computation of geometric elements

Si, =[x - X,|=4/DX,” +DY}" + Dz}’ (2:94)

DX\, DY',, DZ'y: components of the distance vector between antenna A and satellite i
Sl distance between antenna A and satellite i

cosziA _ cosj , xcos| , XDXiA +cosj5¢ xsinl XDYj\ +sinj ><DZiA (2-95)
A

z'x:  zenith angle from receiver A to satellite i
i a1 a:€ellipsoidal latitude and longitude of receiver antenna A

The zenith angles z to the satellites in view are checked whether they
exceed the cut-off mask and corresponding data records will be
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deleted.

STEP 3: Atmospheric corrections and preliminary time of signal travel

ds VPRiA[L2] B PRiA[Lﬂ
sz1 - szz

A[ION,L1] (2-96)

— {2
_fLZ

dS'sjon:  10nospheric slant path correction for the L, carrier signal
PR,: measured pseudo-ranges between receiver A and satellite i
fi: carrier frequency of L, and L,, respectively
(f, = 154, f, = 120-,, f, = 10.23 MHz)

The ionospheric correction is set to zero if only single-frequency data
are available. This value is also checked for suitability, i. e. it must not
exceed a pre-defined threshold. If it does, to corresponding data
record will be deleted.

%XZND » ! —x2.4[m] (2-97)
Cos Z', cos z),

ds’,

(TROP]

dS's (rrop: tropospheric slant path correction assuming a zenith neutral delay of 2.4 meters

, PR
tho = —2“” (2-98)

t'yo: preliminary (approximated) time of signal travel
c:  speed of light (c = 299 792 458 m/s)

PR',/c

dt

dt,

tOT

Figure 2

» GPS time scale

Uor tor Uor

-7 - Time indices for GPS signal transmission and receipt. The true GPS time of signal

transmission is denoted as to;. This epoch is offset by the satellite clock error dt' and yields t'q;.
The same is true for the receipt time: The true epoch of receipt tq is offset by the receiver clock

error dt,
by the G
and rece

STEP 4:

at station A and the error-corrupted epoch is denoted as t'oz. This is the time recorded
PS receiver. As a consequence, the true time of signal transmission t', between satellite i
iver A is not equal to the recorded signal transmission time PR',/c.

Estimation of clock error, time of signal travel and time of signal transmission

a) Total clock error

Some orbit products, especially predicted orbits produced by some
analysis centers and GFZ ultra-rapid orbits do not contain any
information about the satellite clock error. In this case, the combined
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clock error of satellite and receiver is computed. This can be easily
done with help of the known receiver position. An approximate
position of better than 200 m allows to compute the geometric
distance between receiver and satellite with sufficient accuracy. The
combined clock error can now be determined with help of the
observation equation for pseudo-ranges (® 2.2.1) solved for the
combined clock error:

~ PR‘AM - S - dsL\[

TOTAL] —

i
ION,LT] ~ dSA[TROP]

dt,, (2-99)

C

dt'xroray: combined satellite/receiver clock error
The corrected time of signal travel is

t, =t - dt

Al0] ~ “Y“A[TOTAL] (2-100)

b) Receiver clock error

If satellite clock errors are given, a separation is performed and for the
receiver clock error

- PRiA[U] - SiA - dSiA[ION,U] - dSiA[

dt’, TP+ (2-101)

C

dt'y: receiver clock error at station A determined via satellite i
dt': clock error of satellite i

the adjusted, mean receiver clock error is computed

[ 5]

dt, = dt', (2-102)

S| =

i=1

dt,: mean (adjusted) receiver clock error

n: number of satellites in view (or above the elevation mask)

and checked for blunders by having a look at the residuals®

v, =dt, - dt’, (2-103)
Suspicious pseudo-ranges and their associated data records are
deleted. Causes for blunder-corrupted ranges often have to do with

S/A-effects.

The corrected time of signal travel is

th =t - (th - dt‘) (2-104)

1 A blunder detector of residual type is used, see section ® 2.5.1.4 for details
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and according to Figure 2-7, the epoch of signal transmission is
to; =t§, - dt, -t} =ty -t (2-105)
t'or: true GPS time of signal transmission by satellite i
tog: true GPS time of receipt
tor: time of receipt as recorded by GPS receiver
STEP 5: Interpolation of position of satellite i at ty;
... with polynomial of degree specified by analyst.
Note that both the L, and the L, signal are recorded by the receiver at
the same receipt time. Due to the fact that the ionospheric effect is
different on L, and L,, respectively, this essentially means that the L,
signal has not been transmitted at the same time by the GPS satellite
as the L, signal, i. e. both signals have a slightly different time of
signal transmission. This also implies that the space vehicle position is
not identical at the time of transmission of the two carrier wave
signals. However, WUBBENA [1991, p. 36] states that this difference
will always remain at the sub-millimeter level and can be omitted.
The TropAC system does only compute satellite positions for the L,
carrier phase signal.
STEP 6: Correction due to earth rotation during time of signal travel
W, =w, ', (2-106)
X' = X\ xcos W, +Y!xinW,
Y' = Y!xcos W, - X. >inW, (2-107)
=7
W angular velocity of the earth (WGS84: w, = 7.2921151467-107 rad/s)
W, rotation angle elapsed during time of signal travel
X., Y., Z.: interpolated satellite position
X, Y, Z:  satellite position, corrected for earth rotation effect
The algorithm is checked for proper convergence. The results are
assumed to be of satisfactory numerical quality if the receiver clock or
the combined clock error does not differ for more than 0.1
microseconds from the results of the previous iteration step.
Otherwise, a next iteration is performed starting with step 2 again.
STEP 7: Synchronization of measurements

Double differencing will only fully eliminate the influence of the
receiver clock error if all observations strictly refer to one and the
same epoch and this time is called the nominal sampling epoch t o,
here, whereas the observations actually refer to the time of receipt t;
that is normally different from the nominal epoch due to the presence
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of a receiver clock error unequal to zero. Synchronization of the
observations means reduction to the nominal sampling epoch tyou
that is common to all stations of the network per definition. We can
compute the modified time of signal transmission,

i*

tor

=tiom - tiA (2-108)

t'or: modified time of signal transmission
twom: nominal GPS sampling epoch, identical for all receivers in the network

compute the satellite position for this epoch and apply the earth
rotation correction (step 6). Now, we can compute the distance
vectors

Si = [X(t6r) - X,

o - (2-109)
I —_ I I
SA _|X (tOT)' XA|
X': satellite position vector at the signal transmission epoch
X,: receiver position vector
and the difference between both quantities
i _ci i
dSA[SYNC] =55 - Sa (2-110)

effectively corresponds to the synchronization correction (® 2.2.2.2)
that must be subtracted from the original carrier phase or pseudo-
range measurements (® 2.2.2). Note that this pure geometric
correction cannot account for possible S/A clock dithering effects (®
2.2.2.3) what is uncritical in most cases since the receiver clock errors
are usually small enough to reduce the impact of dithering effects
down to acceptable limits.

2.4.3.2 Check of Receiver Clock Error Behavior

A complete time series of receiver clock error estimates dt, allows to check the receiver
for poor clock behavior which may sometimes occur for certain receivers. The
algorithm implemented in the analysis software is a moving average filter, i. e. the
average value of a batch with length Dn is computed

i+Dn
dt, =4 dt,t) (2-111)

=i

dt’,: average receiver clock error estimate at station A

dt,: receiver clock error estimate for receiver at station A at epoch
Dn: filter length

i:  start index of batch

and afterwards, the residuals belonging to the filter batch Dn
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dty - dt,(t)]>dt,. (2-112)

dt,,.: maximum residual of receiver clock error allowed

are checked whether they exceed a pre-defined threshold dt,,,. This threshold is
chosen in the range of about 1 microsecond for data being sampled under S/A-
conditions.

Note that this method cannot be applied for several older receiver types like Trimble
4000 SSE/SSI. These devices permit the receiver clock to drift freely up to an error
threshold of 1 millisecond. After this threshold has been reached, the clock is abruptly
reset to zero and the recorded sampling epoch will be increased (or decreased) by 1
millisecond. Here, a moving average filter will likely delete data which are not
corrupted at all.

2.4.4 Antenna Phase Center Eccentricity Correction

The coordinates of the GPS space vehicles given in SP3 orbit files of the IGS are
always referenced to the mass center of the satellites and not to the phase center of
the transmitting L-band antenna array.

According to FLIEGEL et al. [1992], the body-fixed coordinate system of a GPS
spacecraft is defined as follows: (I) the positive z-axis is pointing along the antennas
towards the earth, (II) the x-direction is positive towards the half plane containing the
sun, and (III) the positive y-axis completes a right-handed system and points along
one of the solar panel center beams.

Y=

zv y

Figure 2-8 - GPS space vehicle body coordinate system after FLIEGEL et al. [1992]. The z-axis
points towards the earth center. The z- and x-axis as well as the sun are within one and the same
plane (the x-z-plane) and the y-axis points along one of the solar panels so that x-, y- and z-axis
constitute a right-handed coordinate system having its origin in the satellite's mass center. The
drawing shows a NAVSTAR Block | spacecraft. For all newer satellite types, the body-fixed
coordinate system has been maintained as described, but the phase center offsets can be
different.

With these definitions, the unit vectors relating the body-fixed coordinate system to
the global geocentric ECEF system can be set up. The direction of the body z-axis is

22 see ROTHACHER [2000], Munich University of Technology and SCHERNEWERK [2000], NGS, personal
communication.
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e,: ECEF unit vector along the satellite-fixed z-axis
X.v: ECEF position vector of space vehicle

(2-113)

The distance vector between the sun and the space vehicle is

DX = X, - Xy (2-114)

Xs: ECEF position vector of the sun

and can be used to find the direction of the positive y-axis

, SUN
ey DXy

P (2-115)
e, DX

ey =

e,: ECEF unit vector along the satellite-fixed y-axis

and, finally, the unit vector pointing along the body-fixed x-axis can be computed by

s

€x =€y €y (2-116)

e,: ECEF unit vector along the satellite-fixed x-axis

Now, these unit vectors can be used to transform the satellite antenna phase center
offset into the global geocentric system

DXpey = Dx%ey + Dy >ey +Dz>e, (2-117)

DXpey:  ECEF satellite phase center correction vector
Dx,y,z: body-fixed satellite antenna phase center eccentricity components

and the corrected satellite position vector X' is
XZV = Xsy + DXpey (2-118)

The phase center offsets differ for the several types of GPS space vehicles and are
given in Table 2-4 below.

GPS Space Vehicle Type Dx [m] Dy [m] Dz [m]
Block | 0.211 0.000 0.854
Block 11 0.279 0.000 0.952
Block 1A 0.279 0.000 0.952
Block IIR 0.000 0.000 0.000

Table 2-4 - Center of mass to antenna phase center offsets for GPS spacecraft in use after KING
[2000]. The replenishment satellites Block IIR are designed differently from their predecessors
Block II/lIA and have a negligibly small offset, although there is still some dispute about which
values to use. For the TropAC analysis system, the values above have been adopted. The GAMIT
software uses the following offsets: Dx = -3.1 mm, Dy = -1.2 mm, Dz = 0.0 m after KING [2000].



88 On Ground-Based GPS Tropospheric Delay Estimation

Table 2-5 can be used to determine the satellite type (Block) for a given PRN number
that is given in RINEX observation files.

PRN Block Inauguration PRN Block Inauguration
[yyyy mon dd hh min] [yyyy mon dd hh min]
1 A 1995 09 21 05 24 17 Il 199506 17 13 45
2 Il 1995 11 17 00 00 18 Il 1995 09 21 17 45
3 A 1996 03 28 00 00 19 Il 1995 10 23 00 00
4 1A 1995 06 13 22 07 20 lIR 2000 05 10 09 46
5 A 1995 11 17 00 00 21 Il 1995 08 05 08 00
6 1A 1995 04 02 19 44 22 Il 1995 11 17 00 00
7 A 1995 03 31 04 00 23 1A 1995 08 06 10 05
8 1A 1997 11 06 00 20 24 1A 1995 06 13 04 59
9 A 1995 10 23 00 00 25 A 1995 10 23 00 00
10 1A 1996 07 16 00 00 26 1A 1995 09 23 21 00
11 lIR 1999 10 07 00 00 27 1A 1995 10 23 00 00
12 l 1984 10 03 00 00 28 lIR 2000 07 16 00 00
13 lIR 1997 07 23 00 00 29 1A 1995 01 09 21 00
14 lIR 2000 11 10 00 00 30 1A 1996 09 12 00 00
15 Il 199506 151916 31 1A 1995 03 31 03 00
16 Il 1995 08 07 08 16 32 1A 1994 06 06 00 00

Table 2-5 - GPS satellite PRN numbers and corresponding satellite types (Block). The entries are
valid from the date of inauguration and were updated in December 2000 by KING [2000].

2.4.5 Eclipsing Season

The computation of the eccentricity correction as depicted in the section before is
complicated when the GPS spacecraft enters the earth's shadow. During this eclipsing
season that can be divided into three phases (penumbra - umbra - penumbra), the
satellite is not able to align the solar panels to the sun due to the invisibility of this
body, but it constantly tries to trace it. This results into movements around the yaw-

SATELLITE

Figure 2-9 - Umbra and penumbra scenarios for GPS satellites following MITTON [1977]. The
eclipsing season is difficult to model due to the fact that the satellite tries to adjust the solar panels
towards the sun, but cannot find it and therefore begins to rotate around the yaw-axis.

axis and as no yaw-rate information is given in the orbit files, the analysis software
cannot compensate this effect which results into a loss of orbit accuracy in the range
of up to a 3 dm (worst case).



2. Principles of GPS Data Processing 89

gy, = f(rs 1y X ) & You T f(rs, re, Xg X)

v

Figure 2-10 - Ray-tracing of umbra and penumbra events. Point Ps shows the center of the sun,
Ps, an upper and Ps, a lower surface point of the solar body. Py is the center of the earth and Py,
an upper surface point of it. P, shows the GPS space vehicle and Py is the point of maximum
umbra extend.

If highest precision is required and very long baselines of considerably more than
1000 km are part of the network, then the user may want to either exclude all
satellites in eclipse or to weight down associated measurements. For this purpose, the
eclipsing seasons need to be detected what can be performed in the following way:

A 2-D coordinate system is defined as shown in Figure 2-10 with the center of the sun
P, serving as origin. The x-axis is defined through the vector from the sun P to the
earth P.. The coordinates of all needed points can be defined in this ray-tracing
coordinate system

Ps, ={xsYys}={0.0,0.0} center of the sun

Py, ={0.0; +rs } upward surface point of the sun
P, ={0.0; -rs } downward surface point of the sun
Pe ={x;0.0} center of the earth

P = {xg +r¢e } upward surface point of the earth

re: radius of the earth, r; » 6 371 km
rs: radius of the sun, r; » 109>, » 696 000 km

where x; directly follows from the distance vector between sun and earth:
X :|XE - Xs| (2-119)

The straight line g: y, represents a ray originating from the sun's surface in direction
of the umbra-point P, and is defined by points P, and P,

gy, = f(x) = S xx +, (2-120)
Xg
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Setting f(x) = 0 yields the abscissa x, of P,

(2-121)

and fully defines point P,

I XX

rs- I

PU:{

;0% point of maximum umbra range

which defines the umbra boundary. Any body with a larger x-coordinate den P is out
of reach as far as the total eclipse is concerned. Finally, the straight line g: y,, is the
penumbra ray defined by points Py, and Py,

Figure 2-11 - Transformation of the space vehicle position into the ray-tracing coordinate system
with help of triangle Ps-Pg-Ps,.

g yp, =f(x)= rEX& XX - T (2-122)
E

The last step is to transform the space vehicle position into the 2-D ray-tracing
coordinate system. This is done with help of Figure 2-11 where the three lines a, b, c
of triangle P, P;, Py, are defined with help of the geocentric position vectors of the sun
X,, the earth X; and the space vehicle X,,:

a=|
b= | Xoy - Xs| (2-123)
|

and the missing elements can be computed by

_at+c’-b’

2%
p=c-q (2-124)
h=,b*- p’
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that define the transformed space vehicle position
Po={x+qh}={xy Yov } position of space vehicle in 2-D ray-tracing system
The GPS satellite is in eclipsing season, when the following conditions are true:

1. Umbra-Condition: The satellite is in total eclipse, when

a) Xq £ X,

b) xq % X;

-1

¢ Yy Eyy = Koy FIs

E

2. Penumbra-Condition: The satellite holds a position within a penumbra zone, when

a) condition (1b) is valid

b) condition (1c¢) is invalid
r+r.

¢) Yoy EYpy = EX =Xy - T

E

Note that condition (1a) x, £ x,, does not need to be checked as it is always fulfilled
for GPS satellites which only have an orbit altitude of about 20 000 km.

A simplified approach to check for eclipsing season is to compute angle y which is
shown in Figure 2-8 and can be determined by

B XSV XXS

Cosy =———
|' XSV ><XS|

(2-125)

FLIEGEL et al. [1992] found that the sun is eclipsed wheny < 14°.

2.5 Parameter Estimation Techniques

2.5.1 Least-Squares Adjustment

Although the GPS processing engine of the tropospheric analysis software is a Kalman
filter, least-squares adjustment algorithms are widely used within the program
package, e. g. for derivation of pressure reduction coefficients or in the combination
module PAF_COMB. For this reason, the least-squares algorithm of the Gauss-Markov
model is given here in brief form following PELZER [1985].
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2.5.1.1 Observation Vector, Design Matrix and Stochastic Model

The parameter vector X is to be solved for. Usually, an approximated set of unknowns
has to be defined a priori*® and is stored in vector X,. The observation vector L
contains n measurements and the vector L, consists of n approximated observations
and is thereby linked to the functional model with help of the observation equations
\'2

a,u & €Y,(X, )

L=g.q U L=gdoi=gar.X)g (2-126)
CH CHE- ¢

L:  vector of the observations (real measurements)

L,: vector of the approximated observations

[><

o: vector of the approximated unknowns
observation equation i (here: function of the approximated unknowns X,) withi =1, 2, ..., n

<

The design or functional matrix A contains the partial derivatives of the observation
equations for the u unknowns:

aaq[Y )0 u

T T U
o fne

A:Q}ﬂ ,(X)8 &y, (X)0 u (2-127)

x - u
g X, 2 gﬂxz 2 “'d
e : U
] 0

X;: unknown parameteri =1, 2, ..., u

Since the unknowns are only known approximately at the beginning, the partial
derivatives can only be defined with help of these approximations (indicated by
subscript "0") and in case the partials are actually dependent on the unknowns (this is
not the case for linear observation equations) iterations are usually necessary (®
2.5.1.3). The covariance matrix of the observations is denoted as S;, and constitutes
the stochastic model.

€ s M85, ---U :
_e 2 u -» _ < _ 1
S =dn8 s, S, 0 Q, _S_2>§LL U P=Q; (2-128)
: o 0

S,: covariance matrix of the observations
Q,,: cofactor matrix of the observations

P: weight matrix of the observations

S: theoretical standard deviation of observationi =1, 2, ..., n

s,:  standard deviation of the weight unit a priori (theoretical value)

23 Approximated unknowns are always needed if non-linear observation equations need to be processed.
Linear equations can be solved without any a priori knowledge.
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The cofactor matrix Q,, can be obtained by division of the variance of the weight unit
a priori s,2 which can be chosen, in principle, as an arbitrary number. The mean
variance

1

S, =—xXrace S, (2-129)
n

n: number of observations

is a good choice that normally leads to a numerically more stable solution. If there are
no concerns about numerical stability, the choice

s;=1 P Q. °S, P P=5; (2-130)

is appropriate which leads to the identity of covariance and cofactor matrix.

The purpose of the stochastic model is to supply a weight matrix P which carefully
gives weight to precise and less weight to inaccurate measurements. In many cases,
correlation terms (covariances) are omitted, be it due to poor knowledge of the actual
correlations or due to the need to reduce the computation load. In such cases, the
correlation coefficients are zero (r ;o= 0) and the covariance, cofactor and weight
matrix will only contain diagonal elements. A special case occurs when all incoming
observations obtain the same variance. In this case

r;=0 U si=sj=..=s;=s; b Q =E b P=E'=E (2-131)

ij —

ri;: correlation coefficient between observation i and j

the weight matrix becomes an identity matrix E. This simplifies the adjustment
algorithm a bit.

2.5.1.2 Adjustment Algorithm

The normal equation matrix N can be computed by

~

N=ADPxA U Q =N (2:132)

Qyy: cofactor matrix of the adjusted parameters

and the inverse of this symmetric matrix is the cofactor matrix Q,, of the adjusted
parameter vector. With help of the vector | of the reduced observations

I=L-L, (2-133)

which is often called vector of pre-fit residuals, it is possible to solve the system of
normal equations

15
I
>

g
%
X

U x=Q " U X=X, +x (2-134)
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x: reduced vector of adjusted parameters
X: vector of adjusted parameters
X,: vector of approximated unknowns

which first yields x, the reduced vector of the adjusted unknowns, and finally X, the
vector of the adjusted parameters. Moreover, the vector of the post-fit residuals v and
the adjusted observations can be processed

v=Axx-1 U Le=L+v (2-135)

v: vector of post-fit residuals
L'": vector of adjusted observations

where the associated cofactor matrices are

gvv = 9LL i 9LL' U 9LL‘ =A Qxx XAT (2-136)

Quy: cofactor matrix of the residuals
Q,.: cofactor matrix of the adjusted observations in L'

and offer another possibility to get the residual vector

M:AXX—-!:-QVVQ:){:-QVV>E>4':-B>4' (2-137)

R: matrix of redundancies

The redundancy matrix R is worth having a look at it:

traceR=qr=f U OE£r£1 (2-138)

i=1

r; redundancy associated with measurement i

f: number of statistical degrees of freedom

The redundancy r, of observation i tells the user which ratio of the statistical degrees
of freedom f has been soaked up by this particular measurement. The higher this
proportion is, the better the measurement is internally controlled. The lower it is, the
more difficult it will be to detect an outlier associated with this observation.

It is possible to transform the cofactor into the covariance matrix by simply multiply-
ing it with either s,* a priori (theoretical value) or s,* a posteriori (empirical value, see
® 2.5.1.4.1), for example:

-

—c?2
§XX - SO >9XX

Si«: theoretical covariance matrix of the adjusted parameters
S«: empirical covariance matrix of the adjusted parameters

S =50°Q,, (2-139)

Application of the empirical variance of the weight unit is an adequate choice if it can
be considered as a reliable estimate for the theoretical s,” what mainly implies that
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the number of statistical degrees of freedom f must be huge enough to be
representative.

2.5.1.3 Iterating on a Previous Solution

If only linear observation equations are processed, then the final solution will be
obtained after exactly one iteration, i. e. one run through the steps described above. If
non-linear observation equations are present, then the algorithm corresponds to a
Taylor series expansion of first order. In case of too inaccurate approximate
parameters, it is usually necessary to iterate on the previous solution. This is done by
substituting the approximate parameter vector (given a priori) by the adjusted one (X,
- X), re-initializing the vector L, and the design matrix A by using the new
parameters and repeating all other steps of the adjustment algorithm again until the
reduced parameter vector x reaches zero (or a pre-defined threshold near zero).

2.5.1.4 Blunder Detection

Processing real measurements requires to be prepared for corrupted data. For this
reason, outlier detection is useful and often essential to obtain results of acceptable
quality. Several blunder detectors are routinely used in the program system which are
depicted in the following section.

2.5.1.4.1 Global Test

A first global quality check can be done by computing the empirical variance of the
weight unit a posteriori s,

2 MT P xy
g2 =¥ TN (2-140)
n-u

n: number of observations
u: number of unknowns

which can be compared with the theoretical variance of the weight unit a priori, S°,

and should not deviate from this value too much. The boundaries of the confidence
interval

(2-141)

number of statistical degrees of freedom (f = n - u)
quantile of the c*-distribution for f degrees of freedom and probability p
: theoretical value of the empirical standard deviation of the weight unit s,

a: significance level, usually about 90 ... 98%
f,p:

1-
f:
CZ

A POST.
SO

should include s, a priori. If this is not the case, there might exist erroneous
measurements, or either the functional or the stochastic model or both are not
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appropriate. Otherwise, it can be assumed that s, "' is identical to s, and the results

of the least-squares adjustment can be expected to be not corrupted.

2.5.1.4.2 Blunder Detector of Residual-Type

Of course, it is possible to have a look at the vector of residuals v,
Vi =max { V| Vo], ., V| } (2-142)

to find the maximum absolute residual v,,,, and to test whether this value exceeds a
certain threshold:

Viax > Vaowsn P P ® 0 U Pix =Px; =0 k= o) =120 (2-143)
VA maximum residual found in vector v

Vaowen: Mmaximum residual allowed (threshold)

Prk diagonal element at row k and column k of weight matrix P

Pi: element at row j and column k of weight matrix P

Iymax: index of the observation associated with v,y

The threshold v, owep can be either defined by the analyst directly or derived from the
empirical standard deviation of the weight unit s,, for example it could be set to

Vatowep = 2°Sp-

If vy exceeds v, 0w, the program may either eliminate the associated observation
from vector L and repeat the adjustment algorithm until no further outliers are
detected or, alternatively, the corrupted observation may rest within L, but its weight
Pi« is set to a value near zero which practically means that this observation looses all
its influence. Which way to use is dependent on the situation. The down-weighting-
approach is often easier to implement, but can cause numerical problems in special
situations.

The advantage of this kind of blunder detector is its simplicity. The disadvantage lies
in the fact that it is not an optimal test for blunders as an outlier is not necessarily
projected directly into the residuals. This depends on the concrete problem, i. e. on
the design matrix. For fitting a number of points to a straight line (linear regression),
this test is usually proper, for many other problems it is not.

2.5.1.4.3 Blunder Detector of Baarda- or Pope-Type

An outlier is computed by the formula*

P=\ p D=V (2-144)

D: outlier associated with observation i

24 'p = \" gives the simplified formula for the case of non-correlated observations, i. e. the weight
matrix only consists of diagonal elements.
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e;: unit vector (all cells are zero, but row i is 1)

v;: residual associated with observation i
pi: weight associated with observation i
qvi: element of cofactor matrix Q,, associated with observation i

and for the Baarda blunder detector, the corresponding standard deviation is

s’ s]
Spi = |7 ‘ P=\ P sy=|—° (2-145)
e ¥ @VV P e, Pi *vi

sp: standard deviation of the outlier associated with observation i

Now, for all observations i = 1, 2, ..., n it is possible to determine the test quantities w
and to find the maximum of the ensemble

w, = P Wy :max{ Wi, Wy, e, W, } (2-146)

Bl
1
Spi
w;: test quantity associated with the blunder in observation i

The maximum test quantity is assumed to follow the Gauss distribution, so either the
condition E{w,,} = O is true, i. e. the expectation value of the maximum outlier is
zero (and this essentially means that the value is not a significant outlier), or it is not.
If it is not, then it should be either eliminated or down-weighted as outlined in the
preceding section.

Care has to be taken to choose a proper detection threshold for this test because the
values w; are not stochastically independent. If the requested significance level is 1-a/2
(usually about 0.975), then the quantile of the Gauss distribution must use the level

1- 3072 (2-147)
2 2

n: number of observations

Example: For n = 20 and 1-a/2 = 0.975, the quantile Y, 4o, = 3.02 (instead of Y, 4,5 =
1.96) must be taken from the Gauss distribution. Otherwise, the test will turn out to
be too sensitive resulting in the detection of blunders which actually are not
suspicious at all. The maximum outlier is suspicious if

Wi > Y 0, PPy ®0 Up,=p,;=0 k=i, ;j=12,..,n (2-148)
Wyax: maximum outlier
Y,:  quantile of normal (Gauss) distribution defining the threshold for outlier detection at

a significance level of p (probability)
pri:  diagonal element of weight matrix P
iwmax: index of the observation associated with wi,y

and can be defused by application of the same methods as mentioned in the preceding
section.
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The Pope blunder detector can be understood as a slight modification of the Baarda-
type detector. The outliers are computed using exactly the same formula as given
before, but the standard deviation of the outlier is based on individual, empirical
variances of the weight unit for each outlier

* 0
So. = Lxg X0 - E: (2-149)
f-1 Yoii @

: empirical variance of the weight unit, individual value for each observation (outlier)
s, empirical variance of the weight unit a posteriori, global value
f:  number of statistical degrees of freedom (f = n - u)

with the cofactor of outlier D being

! P =\ b Uoi = L (2-150)

el ® >(_QW P e, Pi "y

qui =

goi: cofactor associated with blunder i
e: unit vector (all cells are zero, but row i is 1)

pi: weight associated with observation i
qvi: element of cofactor matrix Q,, associated with observation i

leading to the corresponding standard deviation of the outlier

Spi < Vsé* X pi (2-151)

As this test is performed with empirical standard deviations (sp) instead of theoretical
ones (Sp), the Gauss distribution cannot be used. Instead, the t-distribution delivers
the needed quantile for the test of the maximum blunder. Example: For n = 20, f = 16
and 1-a/2 = 0.975, the quantile t, 905, = 3.56 must be used.

2.5.2 Kalman Filtering

PELZER [1985] demonstrates how to apply Kalman filtering to kinematic networks. His
description will be accommodated and modified for the case of GPS permanent arrays
since the TropAC analysis system is primarily designed for static networks. The
proposed Kalman filter is an entirely stochastic filter. This means that all parameters
to be estimated are modeled as stochastic processes in the time domain, namely as
random walk parameters. Chapter 3 will enhance the filter description for the
estimation of tropospheric delays whereas this section primarily deals with coordinate
estimation. Theory and practice of Kalman filtering are also discussed by BRowN and
HwANG [1997] and GELB [1992].

2.5.2.1 Observations and Covariance Matrix

As already discussed, the incoming measurements are linked to the observation
equation (® 2.2.2)



2. Principles of GPS Data Processing 929

QlA[Lﬂ = SlA[Lﬂ +oXdt, - dt)- dSIA[ION,Lﬂ + dSIA[TROP] ) NIA[U] A te (2-152)
Qly: carrier phase in [m] (Q =f:l with f: phase in cycles, | : wavelength)

Sia: geometric distance between receiver antenna A and satellite i

C: speed of light (in vacuum, c = 299 792 458 m/s)

dt,: receiver clock error

dt': satellite clock error

dS'yon  ionospheric propagation delay
dS'ymop;: tropospheric propagation delay

N, : ambiguity term (phase bias) of measurement from antenna A to satellite i
I q: wavelength of carrier signal; here: L, (I ;; = 19.02 cm)
e: noise term

These original measurements are differenced twice (® 2.2.2.1)

NDQi/j\B[Lﬂ = (Qgs[m - Qf«[m)' (QiB[Lﬂ - QiA[Lﬂ) (2-153)

and linearly combined (® 2.2.3) by the Kalman filter

L NDQ! NDQ!
i _ ABILT) ABJL2]
NDF AB[a1a2) — Q1% | -a, X | (2-154)
L1 L2

fi,:  carrier phase in cycles
a,,a,: linear combination coefficients
and introduced into the vector of observations L

e ij N

g\IDF AB[a1,a2] 3

_ & ik

L= S\IDF ABla1a2] (] (2-155)

g

which has n entries for n double difference phase measurements. Here, the double
difference scheme ij, ik, il, ... is chosen for baseline AB with reference satellite i having
the highest elevation. Other schemes of forming double differences are, of course,
possible as well (® 2.2.2.1).

The covariance matrix of the observations S, has to be derived. By theory, it cannot be
approximated as diagonal matrix because the linear combinations are no original
measurements, but derived observations which depend on each other®, i. e. they are
algebraically correlated. Thus, the law of error propagation is to be applied with the
functional matrix F containing the partial derivatives

25 All measurements derived via the same baseline AB for a particular epoch are algebraically correlated
if the double difference scheme ij, ik, il, ... is used (i: reference satellite) and inter-correlation is also
present for other baselines like AC or BD. For other schemes like ij, jk, kI, ..., algebraic correlation does
only affect direct neighbors, but may also be present for measurements to satellites that are also present
in neighboring baselines.
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gﬂNDF ZB[aLaZ] ﬂNDF AB[at,a2] ﬂNDF AB[at,a2] ﬂNDF ABlat,a2] 8
é ﬂQlf\[u] . ﬂQA[LZJ . ﬂQ/j\[H] . ﬂQs[Ln u
E = gﬂNDF tB[aLaZ] INDF tB[aLaZ] INDF ts[ayaz] % H (2-156)
é ﬂQIA[U] 1-[QI/-\[Lz] 1-[(-\)I/f\[Lﬂ 1-[QIB[U] . l;'
e . . . . 'u
e u
F: functional matrix
that turn out to be
ﬂNDF ABla1,a2] _ ﬂNDF ABlala2] _ a4y
ﬂQA[U] ﬂQ] ALLT] I 1
ﬂNDF ABlat,a2] _ ﬂNDF ABlala2] _ _ a4,
1Q 1Q |
AlL2] A[LZ] (2-157)
ﬂNDF ABlat,a2] _ ﬂNDF ABlala2] _ _ ;.
ﬂQB[H] ﬂQB[U] l
ﬂNDF ABlal,a2] _ ﬂNDF I/JAB[aLaz] - 4,
T[QB[LZ] ﬂQé[LZ] I

and the a priori variances sq? of the original phase measurements Q in units of meters
are stored in the diagonal matrix

ésfgi 0
~ Q4 p
e o2 u
¢ Qi u
e s? u
§” = 9 Q,IA[U] l;‘l (2-158)
e u
¢ ;.
¢ Gy Y
e o u
e -u

S,: covariance matrix of the original observations, assumed to be a diagonal matrix

This assumes that no correlations between the original phase measurements are
present. The derived double difference observation will be algebraically correlated.
The associated covariance matrix is

S, =BG, ! (2-159)
S,,: covariance matrix of the derived, double-difference observations

Moreover, there are several simple methods to inject some additional variance which
allows to model several problems stochastically. For example a direct amplifier

=lso 7 ) (2160

s, new standard deviation for phase measurement Q (not differenced)
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So: original standard deviation of the phase measurement
g, amplifier

or a baseline length-dependent increase in variance

.2
x| 0
S =So+ é—AB o = (2-161)
l ala2 @
S.s:  new standard deviation for phase measurement Q (not differenced)
So:  original standard deviation of the phase measurement
dss:  length of baseline AB in the same units as S
gas:  scaling factor
| ;1.0 (virtual) wavelength of linear combination in the same units as s
and an elevation-dependent increase
— 2
s?=s2 +[s, xan(q, %, )] (2-162)

s,: new standard deviation for phase measurement Q (not differenced) to satellite i
So: original standard deviation of the phase measurement to satellite i

sJ: scaling factor for elevation-dependent weighting
gz: zenith angle scaling factor
z: zenith angle to satellite i

can be applied. The first method described is used to handle measurements at the
threshold from good to bad signal-to-noise ratio* with a default value of q, = 2 which
means that measurements with poor C/N will have double variance. The second
method can be used to model errors that are dependent on the baseline length.
Following SEEBER [1993, p. 297], a typical example for this type are orbital errors that
approximately follow the rule that the ratio of baseline error to the baseline length
equals the ratio of orbit error (1...5 m for broadcast orbits) and orbit altitude. For
precise IGS orbits, q,; can be practically set to zero. Last, but not least, elevation-
dependent weighting is rather important. On the one hand, C/N effects that are often
a function of the elevation can be addressed and on the other hand, uncertainties of
the ionospheric and tropospheric mapping functions can be handled. Chapter 3 will
cover this issue more in detail.

2.5.2.2 State Vector, Transition and Prediction of State

The state vector may contain the following parameters:

* Site coordinates: ~Monitor station coordinates are estimated by default. For n
network sites, 3 x n coordinate components are to be estimated.

* Orbit errors: Orbit relaxation can be applied. This means that three orbit
biases for the corresponding coordinate components for each
satellite are estimated as additional parameters. These
parameters are only necessary if low-quality orbits are used and
has therefore not been applied very frequently yet as precise IGS

26 To be more precise, this add-on will be applied if the RINEX C/N-flag for a particular observation is
less than 5.
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* Zenith wet delays:
* Ambiguities:

orbits are used by default. Application of orbit relaxation
introduces about 24 x 3 = 72 additional parameters and signifi-
cantly slows down network filtering.

One ZWD per site can be estimated; see chapter 3 for details.

The doubly differenced and linearly combined ambiguities are
always treated as parameters whether they are held fixed or not.
If they are fixed, the corresponding states will be tightly con-
strained by lowering their variance. For n sites and an average
number of 5 double differences per site, there are 5 x n
parameters. For a network with 20 sites, this means 100
parameters to estimate. Handling ambiguities can therefore be
considered as a rather CPU-consuming task.

A general description of the state vector is

X:

Xcoo:
Xzwp:
Xoat:

Xams:

i.X_COOl;J

u
e_ZWD u
?XSAT u

s

e u
éX/—\MB O

(2-163)

sub-vector containing the ground station coordinates
sub-vector containing the tropospheric parameters
sub-vector containing the satellite orbit biases
sub-vector containing the ambiguities

with 4 sub-vectors for the ground station coordinates, the zenith wet delays, the
satellite orbit biases and the ambiguities. In this chapter, only coordinates and
ambiguities are treated:

X:[XA Yo Za

RIDN, DN, ]! (2-164)

ala2]

X, Y, Z: global, geocentric coordinates of the ground stations (ECEF)

NDN:

double-difference ambiguities

and the covariance matrix of the state vector is denoted as

S with s¢ =1

P §xx ° Q (2-165)

—XX

S, covariance matrix of the states
Qyy: cofactor matrix of the states
So: standard deviation of the weight unit

and equal to the cofactor matrix due to the special choice of the variance of the

weight unit.

The transition matrix T models the time-dependency of the states from epoch k-1 to k.
Since this is a pure stochastic filter,

T, =E

(2-166)
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E: identity matrix, only diagonal elements, all diagonal elements are 1

the transition matrix is simply an identity matrix E and the prediction of the state vector
simplifies to

X =T, %;1 =E XXL = Xlﬁ1 (2-167)
k: current epoch
k-1: previous epoch

predicted state vector
updated state vector (previous epoch)

I>< 1<

The predicted covariance matrix of the states is

S =T >§:(Xk—1 XIT + S = §:<xk.1 + Sqs (2-168)

S,: covariance matrix of the predicted states (previous epoch k)
S, : covariance matrix of the updated states (previous epoch k-1)
S process noise matrix, here: only diagonal elements

T: transition matrix

where the process noise matrix S injects some additional white noise, which is
practically integrated over time. Such a stochastic process is called random walk. The
particular process noise values are to defined cautiously as they govern the variability
of the states, i. e. they give or do not give "freedom to evolve". For the ambiguities,
one might assume that they should not be random walk processes for natural reasons
and choose a process noise of zero. This is not done by default, because floating
ambiguities might soak up certain systematic errors which can be time-varying and
are therefore also treated as random walk processes with a noise of about 2 ... 5
cm/Ch. For the coordinates, a process noise of 1 ... 5 mm/Ch in case of static networks
is assumed. The stochastic properties of zenith wet delays have been investigated in
detail and are presented in the following chapter.

2.5.2.3 Design Matrix

The functional model follows from the observation equation

YuX) L YnX)

Y (X)=a, x=1020 - ) =122 (2-169)
| L1 | L2

Y:  observation equation as function of vector X

X: vector of parameters

| :

carrier wavelength
a;, a,: linear combination coefficients for the phase measurements on L, and L,

which is the linearly combined double differences as function of the unknown
parameters with

YL1(X) - NDSiA[Lﬂ ) NDNi/-\[Lﬂ ANt NmSiA[ION,Lﬂ + Nmsi/-\[TROP] (2-170)

Y. observation equation of carrier wave L,
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X: parameter vector (state vector)

Sia: geometric distance between receiver antenna A and satellite i

dS'sons  ionospheric propagation delay

dS'srrop: tropospheric propagation delay

D ambiguity term (phase bias) of measurement from antenna A to satellite i
I wavelength of carrier signal; here: L, (I ,; = 19.02 cm)

The design matrix A contains the partial derivatives of the observation equations in
vector Y for the parameters in vector X

A= W, ﬂY;k (2-171)
X, X,

where the updated states X' of the previous epoch k-1 are treated as approximate
unknowns denoted by subscript "0":

&Y, 0 &Y, 0 o ™, 0 3
gﬂx/\ a) gﬂYA a) gﬂN ABlal,a2] a) l;]
A= &Y, 6 &Y, o & qy, O o (2-172)
e ﬂX.A a) gﬂY.A @ ﬂNDNAB[eﬂ a2l (_zb H
g - ’ H

The partials for the coordinates are derived by two-sided numerical differentiation

ﬂ_f»ng(x+Dx)- f(x - Dx)
x Dx 2>Dx

(2-173)

function to differentiate

parameter

difference of the values of the function that is to be differenced
. differentiation spacing

gL

where Dx is the spacing for differentiation and should be in the range of the expected
accuracy of the estimate. For coordinates, a default value of Dx = 5 cm is applied. The
partial derivatives of the ambiguities are simply -1.

A concluding remark should be devoted to the way of parameterization applied for
coordinate estimation. The ground station coordinates are included in the equation
expressing the distance between GPS receiver antenna and GPS satellite:

SI ALLT \/(X + DXCORR wn - Xi)2 + (YA + DYCORR[U] - Yi)2 + (Z/-\ + DZCORR[U] - Zi)z
(2-174)

2

SiA[LZ] = \/(XA + DXCORR[LZ] B Xi) (Y + DYCORR[LZ - Y ) (Z + DZCORR[LZ B Zi)

Xu: time-invariant ground-station coordinate vector
DXcorr: Vector of time-varying coordinate corrections
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What the filter actually estimates is not the current coordinate, but the mean vector X,
which is not influenced by solid earth tides and other effects. This is achieved by strict
separation of the mean point coordinates and all those corrections and reductions that
are applied to model time-dependent behavior (earth tides, pole tide, ocean load),
instrument biases (phase center corrections) and geometric corrections (antenna
eccentricity correction). All these terms are accumulated in the correction vector
DXcore (® 2.3) and due to the differences in antenna phase center, there are two
correction vectors for L, and L,, respectively.

2.5.2.4 Filter Update

The first step is to find the covariance matrix of the innovations S, of the current
epoch
St = St + AL Sy XA (2-175)

S4: covariance matrix of the innovations d
S,,: covariance matrix of the observations
S,: covariance matrix of the predicted states
A: design matrix of current epoch k

which enables us to compute the gain matrix K
Ky = S XAk XSy (2-176)
K:  gain matrix of current epoch k

The vector of innovations d is equivalent to what is called vector of reduced

observations or pre-fit residuals in least-squares adjustments:

d =L - Y (X)k =Ly - A XX, (2-177)
d:  vector of innovations

L: observation vector

Y: vector of observation equations as function of state vector X

X:  predicted state vector of current epoch k

A:  design matrix

The state vector can now be updated

X, =X, +K, d, 2-178)
X": updated state vector of current epoch k

X:  predicted state vector

K: gain matrix

d:  vector of innovations

and the associated covariance matrix is

*

Sixk = Sk~ K XSy XKII (2-179)
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S« : updated covariance matrix of the states of current epoch k
S,: predicted covariance matrix of the states

S,: covariance matrix of the innovations

K:  gain matrix

The stabilized filter only differs in terms of the method to compute the updated
covariance matrix which can be alternatively expressed as

S = (E- Ky %A, ) Sy XE- K XA )" +K, XS, Kyl (2-180)
E: identity matrix

and is said to be more stable than the expression above, but also places a higher CPU-
load on the computer. However, tests have not yet revealed any difference between
the conventional and the stabilized version as numerical instabilities are no problem
here. This is also the main reason why no Square Root Information Filter (SRIF) has
been adopted for this task”.

2.5.2.8 Tuning of Stochastic Model

The vector of residuals of the observations can be obtained by

Vi == S 08 e = ALK, - L (2-181)
v:  vector of residuals
S,: covariance matrix of the observations

4. covariance matrix of the innovations
vector of innovations

12 j»n

but is not needed to compute the empirical variance of the weight unit

, _ dy XSy, dy

Sy = (2-182)

n,

s,: empirical standard deviation of the weight unit
d:  vector of innovations

Sy: covariance matrix of the innovations

n: number of observations of current epoch

As the theoretical variance of the weight unit s, has been set to 1.0 before, the
empirical value should be close to it. If this is not the case and we can assume that the
deviations are not due to blunders because outlier detection has already been
performed and the number of observations n, is large enough to treat the empirical
variance as a reliable precision estimate, then it can be used to tune the covariance
matrix of the observations by

27 Kalman filters of SRIF type are numerically highly stable. They were developed in the mid-seventies
when the word length of the computers was not very large. The UDU" factorization by THORNTON and
BIERMANN [1978] is a well-known technique to improve the numerical stability with only minor increase
in computation load in comparison to the conventional Kalman filter. Today, with computers having a
word length of 64-bit and long doubles becoming more and more common, SRIF seems to become less
important, albeit useful for special applications.
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§LLk = Sék X§LLk (2-183)

S,.: empirically tuned stochastic model of the observations of current epoch k
S,.: non-tuned stochastic model of the observations

Observations which are treated in a pessimistic way at the beginning of the filter run -
e. g. they are introduced with too high standard deviations - will only cause an
inferior filter gain. On the other hand, standard deviations being too low will cause a
superior gain which is not adequate as well. This method has been implemented in
order to overcome such shortcomings. However, the a priori statistics for GPS phase
measurements are quite well-known meanwhile and it is usually no longer necessary
to apply this self-calibration algorithm.

2.5.2.7 Backward Filtering

One disadvantage of sequential filters is that the initial states are often only approxi-
mately known and are improved in subsequent filter steps. In order to obtain a precise
history of results it is therefore necessary to filter the data in backward direction again
which increases computation time as well as storage load because the results of the
forward filter run must be archived.

2.5.2.7.1 Optimal Estimation

Following BROWN and HOFFMANN-WELLENHOF [1993, p. 209] and HwWANG [1997, p.
314], a theoretically optimal way to smooth the data backward in time is to compute
the gain matrix

*

_ ot -1 _ -1 _ ot -1
Kk« —§xx1<® ka >§xx1<+1® —§xx1<® ><E>§x><k+1® —§xx1<® >§xx1<+1® (2-184)

Ky :  gain matrix for smoothing computations at epoch k (backward in time)
S'\e: updated covariance matrix (forward run)

Se: predicted covariance matrix (forward run)

T: transition matrix (T = E in this case)

E: identity matrix

Note that the transition matrix T is a unity matrix in our special case of a stochastic
filter. The smoothed state vector is then

Xk« :X;® +Kk« ><Xk+1« - Xk+1®) (2'185)

X.: combined/smoothed state vector matrix
X @: updated state vector matrix (forward run)
Xe: predicted state vector matrix (forward run)

and the covariance matrix of the smoothed states is

o T
§XXk« _§XX® +Kk« ><§XX|<+1« - §XXk+1®))4S « (2-186)

Sy« : smoothed/combined covariance matrix
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2.5.2.7.2 Sub-Optimal Estimation

Another method which is sub-optimal in the theoretical sense is to filter the data set
both in forward and backward direction using the same filter algorithm but simply
applying it in both directions where the initial states for the backward run are equal to
the updated states of the last epoch of the forward run. Then, the combined
forward/backward result is obtained as the weighted mean of both runs. The design
matrix A consists of two identity matrices E

* -1

U S RS
gu &ﬂ G é Syx- 1]

E: identity matrix

L: observation vector

P: weight matrix

X'e: updated state vector (forward run)

X'-: updated state vector (backward run)

S'\ye: covariance matrix of updated state vector (forward run)

ln
%

=

<

f

: covariance matrix of updated state vector (backward run)

that have u rows and u columns for u states that are to be combined, i. e. the design
matrix A has 2u rows and u columns. Correspondingly, the observation vector is
composed of the two updated state vectors of the forward and the backward run and
the stochastic model is formed accordingly. The adjusted, combined state vector now
becomes

Swe =(AT@MA]T b X, =S HAT P ) (2-188)

X.: combined state vector
Sy : covariance matrix of combined state vector (variance of weight unit is 1.0)

and represents the final solution.

2.5.2.8 Blunder Detection

As for least-squares algorithms, blunder detection is also an essential part of Kalman
filtering. None of the results presented in Chapter 6 would have been of acceptable
quality if no outlier checks had been performed. Figure 2-12 shows the processing
chain within the Kalman filter engine and also points out where blunder detection
takes place.

Of course, a global test with help of the empirical variance of the weight unit similar
to that performed by the least-squares algorithm (® 2.5.1.4.1) would be possible
here, too, but we can skip this step as it can only detect a problem without precisely
stating where it occurred and, instead, we will have a closer look at each
measurement (level-D check) and each state (level-U check).
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> PROPAGATION OF STATE |
subsequent epoch

=

VI COMPUTATION OF INNOVATIONS | s

I g

observations with covariance matrix | TEST OF INNOVATIONS I—
of current epoch

A\ N

| PRELIMINARY UPDATE OF STATE VECTOR | Sy

o

I g

—| FINAL UPDATE OF STATE VECTOR |<—| TEST OF STOCHASTIC MODEL OF STATE VECTOR I—

Figure 2-12 - Kalman filtering chain illustrating where blunder detection takes place. The level-D
check is intended to reveal poor observations by testing the vector of innovations, whereas the
level-U check is to reveal problems with the stochastic model of the parameter vector (not the
measurements), e. g. due to the fact that the process noise of a particular state has been chosen
much too small.

2.5.2.8.1 Level-D: Check of Innovations

The inputs for this test are the innovations d and the associated covariance matrix S,,.
This test practically checks that the measurements fit the predicted observations to a
reasonable extend.

The null hypothesis assumes that the expectation value E{d.} of a particular element i
in the vector of innovations is zero (E{d;} = 0), i. e. that the measurement linked to
this index is not corrupted by an outlier. The alternative hypothesis is E{d;} * 0. All
test quantities w; are computed and the maximum w,,,, of the ensemble

w, :f—i| P Wy :max{ W, W, e, W, } (2-189)
di

d;: innovation linked to measurement i
s (theoretical) standard deviation of this innovation

will be tested against the quantile

Y1_% =Y, =1.96 (2-190)
Y,: quantile of the Gauss distribution for a significance level of p = 1-a/2

of the normal distribution®® where a failure level of a = 5% is usually accepted

resulting in a quantile of about 2. The maximum test quantity indicates that a blunder
is present if the condition

8 The Gauss or normal distribution must be used due to the fact that the stochastic model is set up on a
pure theoretical basis, error propagation is also performed for these theoretical values and - by default -
no "empirical influences" on the filter are permitted. This situation changes if the self-calibration of the
stochastic model of the observations is enabled by the analyst (® 2.5.2.8).
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Wax = Y1_% (2-191)

Wyax: Maximum test quantity
Y,:  quantile of normal distribution defining the threshold for outlier detection at level p = 1-a/2

P
is true. Typical reasons for detected outliers at this stage are multipath-corruption that
has not been filtered out by the pre-processor, signals of poor quality (low signal-to-
noise ratio) and also cycle slips that have not been flagged before.

The filter can now give very small weight to a blunder-corrupted observation. This
would be a proper way if the reason had nothing to do with cycle slips. If the latter
case, the problem is not related to the phase measurement, but to the corresponding
ambiguity state. Consequently, it would be better to relax this ambiguity, i. e. to set
the associated entry in the covariance matrix of the state vector to a huge number and
to wipe out any correlation with this state for the moment. In a least-squares
adjustment, this method corresponds to the insertion of a new ambiguity parameter.
By default, the Kalman filter engine does both, it relaxes the measurement itself and
the associated ambiguity state and repeats all necessary filter steps.

All blunders detected will be logged by the Kalman filter and with help of this log file,
the quality of the network is analyzed afterwards. Baselines with suspiciously many
outliers are marked and the bad sites are tried to be isolated. If there is one station
which obviously performs rather poorly, this site can be excluded and the filtering can
be repeated (® 2.8.3).

2.5.2.8.2 Level-U: Check of Stochastic Model of the State Vector

Let us assume the following scenario: A network is to be filtered where the
coordinates are well-known a priori, and therefore initialized in the state vector with
an a priori standard deviation of 5 mm per component and a process noise” of 1
mm/Ch. At the middle of the diurnal filter batch, an earthquake occurs changing the
position of a particular monitoring station abruptly for 1.5 m. Due to the low process
noise and initial standard deviation, the filter will get rather confused - it would not
be able to follow the abrupt coordinate change quickly enough and would possibly
eliminate dozens of measurements by assuming that they are corrupted by multipath
or due to other reasons.

For this reason, it can be advisable to enable the level-U check which tries to find
inconsistencies in the stochastic model of the parameter vector. The first step is to do
a preliminary update of the state vector X" and its covariance matrix

XE =K, xd,

. ; (2-192)
Sy =K Sy XK

29 The analysis software allows to specify individual process noise values for each coordinate component
and each zenith wet delay. A global process noise value is used for all ambiguities as well as for all orbit
€errors.
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The test quantity is defined for each state separately,

w,=—— P ow, :max{ W, W, e, W, } (2-193)

X;: entry i of the state vector (preliminary update)

Sy associated standard deviation

but it should be noted that this test is also suited for checking whole groups of
parameters. One could also compute one test quantity for one point consisting of 3
coordinate components, i. e. 3 states. In this case the test quantity was

Wi = X.T X§X;<.. XXi (2'194)

Xi: sub-vector i containing all parameters of point i (3 coordinate components: X, Y, Z)

S.i: associated sub-covariance matrix of dimension 3 x 3

and would allow to test whether a point in its entirety has moved or not. A sum of
squared and normally distributed residuals follows the c*-distribution. Therefore, the
quantile c2 ,, is needed with n = 1 (or 3 if coordinate triples are tested). The
alternative hypothesis E{X"} 1 O is true if the condition

2

>Cia (2-195)

W pax

Wyax: Maximum test quantity
c2 quantile of ¢ distribution defining the threshold for outlier detection at probability level p = 1-a

1,p:
holds. In this case, the associated state is relaxed, it is "re-incarnated", and all
necessary steps of the filter algorithm must be repeated accordingly.

2.5.2.8.3 Analysis of Post-Fit Residuals

The analysis software offers an additional check called post-fit residual analysis that is
also briefly mentioned here. The very idea of this data check is to let the Kalman filter
perform a forward run and to log all residuals and the associated weights. After the
filter has finished its run, the residuals are compared to their weights and a test
quantity w is derived from this comparison (similar to ® 2.5.2.8.1). If this test
quantity exceeds a pre-defined threshold, the related double difference measurement
is flagged and will be wiped out from the network data file, but instead of cleaning
this observation only for this particular epoch, it is faded out for a total time D, i. e.
for a time span of -'2Dt before the epoch of detection and +'-Dt following the epoch
of detection. The fading time Dt can be defined by the analyst and is usually in the
range of about 120 seconds. The primary purpose of the residual analysis is to find
multipath-affected measurements and to clean them from the data set.

2.5.2.9 Summarizing Coordinates

Diurnal network solutions are produced by the filter engine with the mean
coordinates being the primary outcome. Of course, the state vector of the last epoch
(for a forward run only) or of the first epoch (for a forward and backward run) should
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represent the final network solution if the Kalman filter was optimally tuned. In
practice, this goal is not always reached: Let us assume that strong multipath affection
occurs right at the end of the diurnal batch. This will certainly have an impact on the
coordinates and so, the solution vector of the last epoch will be much more corrupted
than the state vector before multipath occurred. For this reason, the analysis software
offers some additional methods to obtain average coordinate estimates.

2.5.2.9.1 Arithmetic Weighted Mean

For each component the weighted mean over all estimates is computed

> X /& 1
X¢= é SARYY- (2-196)
= Sxi/ = Sx;

X': final coordinate estimate, here: weighted mean coordinate component
X;: filtered coordinate component at epoch i

S,;: associated standard deviation

n: number of epochs

where the weights are defined by the reciprocal variance of the corresponding state.

2.5.2.9.2 Median

If the analyst does not trust the Kalman filter's abilities to propagate the variances and
covariances properly nor to detect outliers, the median can be computed alternatively
by first sorting the coordinate estimates by value

XC= X eomn = X U X, £EX,E..£X, (2-197)

n/2

and taking the value at position n/2 - i. e. at the middle of the sorted data batch - as
final solution. The median is also called a robust estimator because it is relatively
insensitive against blunders.

2.5.2.9.3 Jump Detection

In special cases there might be irregularly large movements of points, e. g. in case of
earthquakes. For these special occurrences, the program can try to detect movements
by comparison of previous/subsequent coordinate estimates

|Xi—1 B Xi| > DX yax (2-198)
DXuax: point jump detection threshold
and mark jumps. The final coordinate solution is then obtained by building the

weighted mean beginning with the time of the occurrence of the last jump up to the
last epoch.
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2.6 Ambiguities

For many static applications using permanent GPS arrays, treating ambiguities as
floating numbers instead of integers has proven to be an acceptable method if the
observation time is long enough. This is certainly the case for permanent arrays
tracking the whole day, i. e. observing two full revolutions of the GPS satellites per
day.

Nevertheless, the analysis software provides some methods to fix ambiguities. Two
algorithms can be distinguished: (a) All linear combinations of integer nature like L.,
can be directly fixed using statistical tests at two stages to confirm that a correct
decision has been made. (b) This method cannot be applied for L. because this signal
has no integer ambiguity nature. Here, wide- and narrow-laning is performed to find a
nominal solution for the ionosphere-free ambiguity.

2.6.1 Direct Fixing

In the first place, linear combinations with integer ambiguities like L,,, L., or Ly, are
treated in exactly the same manner as the ionosphere-free signal L.: The ambiguity
combinations are estimated as float numbers by the Kalman filter. After a certain time,
the variance of these states is low enough to allow a closer look on whether they are
fixable or not.

STEP 1: Is the filter allowed to fix ambiguity combination NDNE\B[ ?

alaz?] *
Only those ambiguities related to baselines of a length smaller than a pre-defined
threshold
dag < dyax (2-199)

d.s:  length of baseline AB
duax: user-defined threshold for maximum baseline length accepted, usually less than 1000 km

and only down to a certain minimum elevation angle

eiA/eJ;\/eg/eJé > eMIN (2-200)

€,: elevation angle from ground station A to satellite i
eyn: user-defined threshold for minimum elevation accepted, usually about 30°

are fixed. The background for these additional checks is related to the fact that
ionospheric as well as tropospheric errors decorrelate with increasing baseline length
and uncertainties in atmospheric modeling, signal-strength problems, etc. affect low-
elevation signals more than those at high elevation.

STEP 2: Is the standard deviation of the floating ambiguity small enough?

This decision is made with knowledge of the virtual wavelength | ,, ., which is
compared to the standard deviation of the ambiguity. This standard deviation is given
in cycles, so the value to compare it with is 1 cycle. If the test ratio
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M > Yy (2-201)

S. .
NDNKB[aLaZ]

Yun: quantile of the Gauss distribution defining the threshold that must be exceeded for fixing
NDN: double difference ambiguity
Sfpv: standard deviation of ambiguity

is greater than the quantile Y,,, of the Gauss distribution, it is considered to be fixable.
By default, a threshold of Y,,, = 4 is set that corresponds to a significance level of
99.997%. Practically, this threshold means that the standard deviation of the
ambiguity must be less than one quarter of the corresponding wavelength®.

STEP 3: Fixing the floating ambiguity to its nearest integer neighbor

The nearest integer neighbor is computed by

~ - . " 1 ~ " o)
NDN’ 1. = Nt gﬁDN fotaan + 5 580 NDNg 2 (2-202)
NDN": double-difference ambiguity with integer nature

NDN: double-difference ambiguity with float nature (Kalman filter estimate)

and has to be tested in the following step. Note that the formula above takes the sign
of the ambiguity into account in order to find the correctly rounded integer neighbor.

STEP 4: Is the difference between integer and float solution within reasonable limits?

The difference v between the integer and the float solution is

V= NDNI/J\B[m,az] - NDNI/JAB[aLaZ] (2-203)
and is tested against the quantile Y,
v
£ YMAX (2-204)
S NDNiBla1,aZ]

Yuax: quantile of the Gauss distribution defining the maximum threshold for fixing

that must not be exceeded. Note that the user can define different significance levels
for the quantiles Y,,, (® step 2) and VY,,,’". In case of success, the integer value will
be inserted into the state vector, the associated variance is substituted by a small
variance that tightly constraints this state and all states related to this ambiguity are
decorrelated in the covariance matrix, i. e. all affected covariances are set to zero.
Nevertheless, the ambiguity combination will be checked by this algorithm at any

30 The higher the threshold is selected, the more rigorous this statistical test will be. Suitable thresholds
should not lie below 3.5 as a matter of caution against wrong fixing that may occur otherwise.

31 For this step, the smaller the threshold Y, is selected, the more rigorous the statistical test will be.
The default value for the quantile is about 1.2.
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future epoch and in case a future test shows that the ambiguity combination is not
fixable any longer, the constraints will vanish.

Note that all near-ionosphere-free combinations supported by the analysis system
have the disadvantage of a relatively small wavelength. Whereas it is possible to fix
the L,; and L., signals, it is much more difficult for L.

2.6.2 Indirect Fixing of the lonosphere-Free Signal

The linear combination L. has floating ambiguities. Nevertheless, it is possible to
compute a nominal solution. At a first guess, one could try to fix the original carrier
signals L, and L,, but this is not done here, because the wide lane has much larger
wavelength and therefore allows more easily to be fixed. This part is done by the pre-
processor, not by the Kalman filter. In a second step, the filter tries to find a suitable
integer solution for the narrow lane with help of the previously fixed wide lane and
the floating filter estimate for the ionosphere-free signal. In case of a successful fixing
of the narrow lane, the nominal value of the L. ambiguity can be computed.

2.6.2.1 Wide Lane Fixing

Two methods can be used to fix the wide lane signal. The first method is to apply a
special code-carrier combination, sometimes referred to as L, and the other method is
to compute the wide lane directly from phase measurements.

2.6.2.1.1 Code-Carrier-Combination

Following ROTHACHER and MERVART [1996], the wide lane ambiguity can be computed
by combining code and carrier phase measurements

fL1 >QL1 - fLZ ><-\)L2 _ fL1 >PRL1 + fL2 >PRL2

N[vv] - fL1 - sz fu + sz (2-205)

I

I w: virtual wavelength of the wide lane linear combination, about 86 cm
Q,;: carrier phase measurement on L, in units of the wavelength | ,,

PR,;: pseudo-range measurement on L,

f,:  frequency of carrier signal L,

This estimate is not corrupted by the troposphere, ionosphere, geometric uncertainties
(coordinates) nor clock errors. The analysis software makes use of the formula in its
doubly differenced form

NDNI/JAB[W] = (Ngs[vv] - NJA[W])- (NIB[W] - NIA[W]) (2-206)

and is applied for all ambiguity combinations baseline per baseline by the GPS pre-
processor. Unfortunately, code ranges have a considerably higher noise level in
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comparison to carrier phase measurements®. Therefore, instantaneous fixing of the
wide lane is hardly possible to achieve. Instead, the mean of all samples

. 1
NDNY; ., = - (2-207)

NDN": mean wide lane ambiguity
n: number of samples

is computed and its empirical standard deviation is found with help of the residuals
v, = NDNJg,,,, - NDNJ U su =

AB[W] k (2-208)

v,: residual with respect to the mean wide lane ambiguity
sw: empirical standard deviation of the mean wide lane ambiguity

Now, it is tried to fix the mean wide lane ambiguity to the nearest integer in the same
way as it has been depicted before (® 2.6.1) without checking the baseline-length nor
the elevation angle because this method is designed for very long baselines and the
elevation varies due to the fact that samples over a time span as long as possible are
to be collected in order to obtain a mean value with sufficiently low standard
deviation.

Care must be taken to avoid any corruption of remaining cycle slips. For this reason,
the current ambiguity estimates are compared with the previous ones

NDN g1 - NDNZG | > ANDN, (2-209)

dNDN,,: maximum difference between two ambiguity estimates allowed,
threshold for cycle slip detection

and if the difference exceeds the user-defined threshold dNDN,,,,, e. g. 6 meters, all
following estimates are considered to belong to a new wide lane ambiguity and both
time intervals are treated separately.

Moreover, a minimum time window can be defined by the analyst with a default value
of 1800 seconds. If a certain ambiguity combination is not present for at least this
period, no wide lane fixing is tried. It is pointed out that 1800 seconds should be a
minimum value recommended for this option. Usually, at least 2700 seconds are used
in the analysis of GPS data.

32 It is not advisable to use smoothed code-ranges because these observations have about the same noise
level as the phase measurements. As a consequence, the empirical standard deviation s, will become
very small, although there might be systematic errors in the smoothed ranges that are no longer
reflected. So, the application of smoothed ranges may likely lead to wrong decisions as far as the wide
lane fixing is concerned.
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2.6.2.1.2 IONEX-Supported Carrier Solution

An alternative way is to compute the wide lane ambiguities directly from the pre-
processed ambiguities for L, and L, (® 2.2.5):

NDN/ ., = NDNY,, o, - NDNI; (2-210)
The advantage of this method is that no noisy pseudo-range measurements are used,
but on the other hand, several disadvantages are to be mentioned: Geometric effects
remain (ground station coordinates must be known a priori to at least 3 dm or better)
as well as tropospheric (are normally modeled with sufficient accuracy by the pre-
processor) and ionospheric effects (critical, IONEX files must be used, ® 2.2.4.3).
Especially due to ionospheric propagation delays, this method is only recommended
for baselines up to a few hundred kilometers if IONEX files are available.

2.6.2.2 Narrow Lane Fixing

The wide lane

NDNE\B[W]

=NDNJg, ., - NDN%;,,, (2-211)

is fixed by the pre-processor, and the floating ionosphere-free ambiguity for L

. £
=NDN g, - fL—2 XNDN g, (2-212)

L1

NDN!

ABILC]

is estimated by the Kalman filter. The narrow lane

NDN;,, = NDN,,, + NDNI; (2-213)
can now be determined with help of the wide lane and the L. ambiguity

NDNZB[N] - fu ><2 XNDNI/]AB[LC] B NDNI/]AB[W])' sz WDNLLB[W] (2-214)

fL1 - sz
with restored integer nature. The standard deviation of this estimate is
_ 2 fo
S RoNpg ﬁ *S Roniey (2-215)
L1 L2

Due to the even-odd-condition, the narrow lane ambiguity must be even if the wide
lane ambiguity is even and vice versa. This effectively doubles the wavelength of the
narrow lane and significantly supports the process of ambiguity fixing. Therefore, the
first test of section 2.6.1 becomes
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2 [cycles] SV, (2-216)

S RioNy

Yun: quantile of the Gauss distribution defining the threshold that must be exceeded for fixing

here. The second test is carried out
v =| NDNJ,, - NDNJ; ., (2-217)

using the difference between the fixed and the floating narrow lane in exactly the
same way as described before.

2.6.2.3 Nominal L.-Ambiguity

The fixed narrow lane is used together with the pre-processed wide lane to compute
the nominal L. ambiguity

NDN _ fL1 X(NDNi/j\B[N] - NDNi/j\B[W])+fL2 ><NDNi/jAB[W] - NDNi/j\B[N])

= (2-218)

that will replace the state vector entry accordingly.

2.6.3 Ambiguity Back-Tracing

Special situations occur when the reference satellite changes from one epoch to the
next. By default, the filter will implement totally new states for the new ambiguity
combinations as a consequence of the change in reference satellite. However, it is
often possible to compute the new ambiguity combinations from the old states and
this method is called ambiguity back-tracing in this acquisition.

For the ij, ik, il scheme (® 2.2.2.1), the following two double difference ambiguity
combinations

NDN!, = (NDNJ, - NDNJ,)- (NDNj - NDNJ,)

~ ) ~ - - . ) (2-219)
NDNE, = (NDN§ - NDNY)- (NDNj - NDN},)

are considered. Given a change in reference satellite from i to j in the following epoch,
it is possible to compute the new ambiguity combination

NDNI, = (NDNE - NDNX) - (NDNJ, - NDNJ,) (2-220)
from the old ambiguity sates as follows

NDNJ, = NDNY, - NDN,
= (NDN; - NDNK) - (NDNj, - NDNY,) - (NDNJ - NDNG) + (NDNG, - NDNY) - (2-221)
= (NDN; - NDNK) - (NDNJ, - NDNY,)
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and ambiguity

NDNJ, = (NDNj - NDN',)- (NDNJ, - NDN/,) (2-222)
is simply obtained by

NDNI, =- NDN, (2-223)

In a similar way, ambiguity combinations can be traced back for the ij, jk, kI scheme®:
Given the two ambiguities

NDNI, =(NDNJ - NDNJ,)- (NDN;, - NDNY,) (.29
NDN, = (NDNj - NDNY) - (NDNJ, - NDNJ,)

and the same change in reference as depicted before, the new ambiguity combination
NDN%, = (NDNE - NDN¥) - (NDNj - NDNY,) (2-225)
can be traced back to

NDN, = NDN’, + NDNI
= (NDN; - NDNX) - (NDNJ - NDN/, ) + (NDNJ, - NDNJ, ) - (NDNg - NDN)  (2-226)
= (NDN; - NDN¥) - (NDN}, - NDNY,)

However, the back-traced ambiguities should be checked for consistency. For static
networks, the TropAC analysis system does so by comparing the computed ambigui-
ties with the pre-processed ones (® 2.2.5). The difference between the back-traced
and the pre-processed ambiguities should not exceed a user-defined threshold, e. g. 1
or 2 cycles. The choice of the threshold depends on the a priori accuracy of the
coordinates as well as on that of the predicted atmospheric errors.

2.7 Geodetic Datum

The geodetic datum of the network is defined at the time of filter initialization: The a
priori coordinates are assigned to the state vector and the datum is defined
stochastically by giving proper weight to the corresponding coordinate components.
The common way is to assign tight constraints (low variances) to all those points
which shall be treated as datum points.

If a free network solution is the target, then the network must not be set under
tension, i. e. only d coordinate components can be tightly constrained with d being the
number of datum defects. If the number of actual constraints is higher than d, no

3 For this double difference scheme, no back-tracing algorithm has been implemented in the analysis
software yet as it is less often used in comparison to the ij, ik, il scheme.
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similarity system (S-system) will be created and similarity transformations cannot be
performed afterwards. For 3-D GPS networks, there are at least 3 and up to 7 datum
defects. Table 2-6 gives an overview of datum defects and the order in which they are
handled by the analysis software. For extended information about datum definition
and Kalman filtering see also STELZER and PAPO [1994].

Parameter Index Datum Element Notation
1 translation in direction of X-axis (datum shift) DX
2 translation in direction of Y-axis DY
3 translation in direction of Z-axis DZ
4 rotation around X-axis e,
5 rotation around Y-axis e,
6 rotation around Z-axis e
7 scaling factor of network q=(1+m)

Table 2-6 - Datum defects of 3-D space-geodetic networks. The parameter index defines the
order in which the datum parameters are handled by the analysis software. Example: If - for any
reason - only 4 datum defects are to be compensated, then module PAF_TRAN will choose the 3
datum shift constants (translations) and a rotation around the X-axis.

2.7.1 Datum Transformation

A transformation of coordinate vector X (network datum I) to X (network datum II) is
possible if the datum parameters describing the transition from system I to II are
given. The corresponding transformation equation® is

S A R AN =

X =¢Y +=DX+RXX=cDYz+cte, q -e+¢Y= (2-227)
&< 75 & e +e q &5

X,Y,Z: coordinates referring to network datum I, to be transformed

X')Y',Z": transformed coordinates referring to network datum II

R: rotation and scaling matrix

and can be rewritten in component form as:

X' =DX+qXX- e, XY +e, XZ
Y =DY+e, X+qXY - e *Z (2-228)
7 =DZ-e XX+e X +qXZ

To determine the datum parameters, a set of identical points in system I and system II
is needed and the transformation formulas are treated as observation equations with
X', Y, Z as observations, X, Y, Z as fixed constants and the datum parameters as
unknowns which are estimated by a least-squares algorithm.

3 This kind of transformation corresponds to the so-called 7-parameter Helmert-transformation.
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It should be pointed out that the approach discussed here is only valid for small
rotation angles. This is almost always the case when regional or global networks are
transformed.

2.7.2 Similarity Transformation

A free network solution is obtained by a similarity transformation as described by
HOPCKE [1980, pp. 119-123]. This practically corresponds to a Helmert transforma-
tion. First of all, the center of the network is computed

[o=]

XK=& X U Y=2xdY U =047 (2-229)
n n n

i i
i=1 i=1

-

, Z: global, geocentric coordinates (ECEF)
Z': center point of the network, mean coordinate components
number of network points

Now, the coordinates are referred to this center point

*

x,=X-X U y,=Y-Y U z=27-7Z (2-230)

X, y, z: centered coordinates

and the scaling factor c as well as value t are used to normalize the columns

c= ! U t=—1 (2-231)
on 2 2 2 \/ﬁ
a (Xi tyi tz )
i=1
within similarity matrix S that is composed in the same order as defined by Table 2-6
gt 0 O 0 -cx, tcoxy, +oxxu
0O t 0 +cx 0 -oxx, +cxy Y
§=€ 1 1 xyﬂ; (2-232)
€ 0 t -cxy, +cxx, 0 +cxz,u
& ... : . .
é: a

S: similarity matrix

and deals with the x-component in line 1, the y-component in line 2 and the z-
component of the first point in line 3. The transformation matrix ] can now be
determined

J=E- ST (2-233)

transformation matrix
identity matrix
similarity matrix

L Im

and the similarity-transformed coordinate vector is
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Xs =X, + J ><X - Xo) (2-234)

X,: a priori network coordinates
X: original coordinate solution (a posteriori coordinates)
Xs:  coordinate vector of S-transformed network solution

with its associated covariance matrix

Ss =185 ¥ (2-235)

Si: covariance matrix of original network solution (a posteriori, not a priori)
Sy« covariance matrix of S-transformed network solution

This free network solution depicted here minimizes the full trace of the covariance
matrix. For special applications, e. g. in deformation monitoring, it is advisable not to
minimize the full, but only the partial trace. This means that certain points are
excluded from the definition of the datum because they are suspect to movements. In
this case, the center of the network is only defined by the datum points and not by all
available network points.

Sort all baselines according to their length and flag all stations as 0.

Take the shortest baseline into the set of optimal baselines,
flag associated stations as 1 (= maximum flag).

Proceed to 2" baseline.

v v
Are associated stations flagged as 0? Is one of both stations flagged as 12
¥ v
Flag both stations as 2 (= new Flag both stations as 1.
maximum flag).

> Proceed to next baseline
I

y ] ] L

Are both stations || Is the 1% station || Do the flags of || Are the flags of
of this baseline || flagged as 0 and || both stations differ || both stations

flagged as 0? the 2n station || from each other & || identical,  but
unequal to 0? are unequal to 0? unequal to 0?
\ v ] L]
Flag both stations || Assign the flag || (1*site has alowerflag | | This baseline is
as maximum || value of the 2" than 2" one:) not independent

flag + 1 and || station to that of || Change flag of all |\ 5o st be
increment value || the 1% one. stations that obtain || (jeaned from the
of maximum flag a flag equal to that || ot of optimal

by one after- of the 1'St station || |aselines.
wards. and set it to the

value of the flag of
the 2" station.

Figure 2-13 - Algorithm to find the optimal and independent set of shortest baselines after
MERVART et al. [1994]. The criterion chosen here is the baseline length which is minimized. It is
also possible to select the number of measurements as criterion to compose the network.
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2.8 Network Composition
2.8.1 Centered Networks

Centered networks are easy to compose and may serve a good job if the user is mainly
interested in parameters related to the particular station on which the baselines are
centered. Figure 2-14 shows an example for a centered network, but it is stressed here
that less stations than shown in the plot are usually fully sufficient to obtain
reasonably good results for the centered site.

GEMO

Figure 2-14 - Centered network. In this example, monitoring station Oberpfaffenhofen (OBER) is
of primary interest and therefore, all other network points are centered on this station.

Data gaps occurring at a particular (non-centered) station are most likely
compensated by another one which is part of the network.

2.8.2 Shortest Baseline Networks

In most cases, the set of shortest and independent baselines is a good choice for
filtering a whole network without concentrating on a particular site. For a network
with n stations, there are n-1 independent baselines. The task is to find exactly those
from n-(n-1) possible baselines which are absolutely independent from each other and
are as short as somehow possible. This is especially interesting for ambiguity fixing
since there are usually some remaining baseline length-dependent effects which can
hereby be minimized. Figure 2-15 shows the network from the preceding section, but
now connected by shortest baselines.

An algorithm to find such a set of shortest baselines could be to create a list of all
possible baselines, to choose those n-1 baselines which have shortest length, to
connect the network points accordingly and to compose the design matrix for this
network. The normal equation matrix can now be tested for singularity: If it is not, the
optimal set of baselines is apparently defined. If it is, successive replacement by other
baselines and repeated testing has to be carried out in order to search for the optimal
solution. A similar algorithm like this one outlined here was developed by Goap and
MUELLER [1988], but suffers from high CPU-load. MERVART et al. [1994] precisely
describe an efficient solution for this problem that is based on logical decisions and
illustrated in Figure 2-13. This algorithm was implemented in the analysis software
and is almost always applied for automatic network filtering.
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GEMO

Figure 2-15 - Network composed of a set of shortest independent baselines. For n sites, all those
n-1 independent baselines are used that have shortest baseline length. This may reduce
remaining uncertainties that are proportional to the distance between two stations.

2.8.3 Site Isolation Logic

As already pointed out, a network connected by shortest baselines is one important
criterion for the minimization of remaining baseline length-dependent effects, but
automatic data processing usually requires further considerations as shown in Figure
2-16: All baselines connected to site Wettzell (WTZR) have a suspiciously low number
of double difference observations. The average number for diurnal data batches with
30 second data sampling is about 10000 to 15000 observations.

Figure 2-16 - Identification of poorly performing network stations. The values connected to each
baseline are the numbers of double difference observations (linearly combined phase
measurements) that could be built for the particular baseline. Clearly, site Wettzell (WTZR) can be
isolated as mal-functioning.

Apparently, the pre-processor has deleted many observations related to WTZR due to
bad signal-to-noise ratio, multipath affection or poorly behaving receiver clocks or
there have been data gaps or other receiver failures. In any case, simply using the
algorithm to compose the network by shortest baselines would be a very bad method
here because this would lead to a destabilization of huge parts of the network since
WTZR plays a central role in it.
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GEND

Figure 2-17 - Exclusion of bad tracking site. Monitor station Wettzell (WTZR) has been excluded
from the network and the remaining network is composed of a new set of shortest independent
baselines.

The baseline quality check algorithm of the GPS pre-processor therefore compares the
number of double difference observations for each baseline with the maximum
number reached in this network. If the ratio is less than 60%, for instance, the
associated baseline is marked as suspicious. By nature, two stations are connected to a
suspicious baseline and the quality checker looks whether at least one of these two
sites also occurs in another baseline that is marked as weak. If this is not the case,
then the bad baseline is obviously linked to a poorly behaving site which is isolated, i.
e. it is located in the exterior part of the network and cannot harm other sites. If it is
the case, the low number of observations is assumed to be caused by the mal-
functioning receiver at the ground station found, this tracking site is deleted from the
network and a new, reduced set of shortest baselines is composed as shown in Figure
2-17.

GEMO

Figure 2-18 - Re-connection of bad tracking site. Station Wettzell (WTZR) is relinked to the
network, but in contrast to the original network setup it is connected as an isolated site that
cannot destabilize the network any longer.

Finally, if the user does not want to omit the few measurements provided by the
poorly behaving receiver, this station may optionally be reconnected to the new
network as an isolated site. Figure 2-18 depicts this last step that relinks the poorly
behaving receiver in order to exploit any information available without giving it the
opportunity to degrade the overall quality of the network.
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| Compute ratio r; = (no. of dd-obs)/(maximum no. of dd-obs) for all baselines. |

|
—>| Check all baselines i = 1 ... (n-1): Is ratio r, < threshold? |

es no
2 Yy
T —>| Check all other baselines j = 1 ... (n-1) Uj 1 i: Is ratio r; < threshold? |
g| 2
ol = l yes no
x N
<] ©
S = | Is one of the stations connected to baseline j also linked to baseline i? |
P x
]
Tl < es no
1 v
g_ S | Station must be of bad condition: Add it to the exclusion list. |
S

| Delete all suspicious stations from the network and compose new baselines. |

es
'

| Shall all suspicious stations maintain within the network? |

yves

For all suspicious sites: Look up those network stations which are in shortest
range and connect suspicious site to this station (= define baseline); this assures
that poorly behaving receivers are reconnected as isolated stations.

Figure 2-19 - Outline of algorithm for detection and isolation of bad receivers. The criterion for
the test is the number of double difference (dd) observations in comparison to the maximum
number of dd-observations reached in the network (about 12000 to 15000 linearly combined
double differences for diurnal data batches with 30 second data sampling). The total number of
stations is denoted with symbol 'n', so there are exactly 'n-1'" baselines to check. The detection
threshold usually lies in the range of 0.6 (60%).

Figure 2-19 provides an overview of this algorithm which is applied by the GPS pre-
processor PAF_PREP. The filter engine PAF FILT uses a similar algorithm to check for
suspicious network stations after finishing the filter runs: Here, the criterion is the
number of outliers that has been detected by the Kalman filter. This number is
compared to the number of double difference observations of the particular baseline
and the ratio should not exceed a threshold of typically 1% to 2%.

2.9 Network Partitioning

The CPU-load increases roughly to the 3" power of the number of network stations to
filter what is mainly caused by the ambiguity states to determine. For this reason, it is
desirable to filter only smaller network parts and to combine all partitions to one
network solution afterwards. Although the optimal solution might be to filter the
network in its entirety, network partitioning can tremendously decrease the total time
for network filtering, esp. if multi-processor machines are used®.

% Processing has been mostly performed on the Compute Server Origin 2000 (Silicon Graphics) which
uses the operation system IRIX (64-bit) and is optimized for parallel computing with 32 MIPS
processors.
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The module PAF_TRAN provides a possibility to combine several network solutions.
The first network with its solution vector X and the covariance matrix S, is treated
as master network and the second network denoted as X and S,, is the child network.
Combination is performed using a least-squares algorithm with observation vector L
and the associated covariance matrix S, :

VN =S u

L=e_u U S, = é_XX U (2-236)
eXQ & S«

L: observation vector

X":  vector of primary network solution

X: vector of secondary network solution

S,,: covariance matrix
S,«-: covariance matrix of primary network solution
S,: covariance matrix of secondary network solution

Note that the covariance matrices of the network solution can be singular what has to
be addressed by the program accordingly. It is allowed to override existing datum
defects of the child network, i. e. up to 7 datum parameters describing the transition
of the child network to the datum of the master network can be estimated if there are
enough identical points in both networks. Consequently, the design matrix has the
structure

*

N
A = é_x 0 (2-237)
Ax T

A,": design sub-matrix of the master network
Ay: design sub-matrix of the child network
T: partial derivatives of the datum parameters

where A, is the design sub-matrix of the master network and A, refers to the child
network. If the master network contained exactly the same points as the child
network, the design sub-matrices were an identity matrix: A, = A, = E. The partial
derivatives of the datum parameters are contained in matrix T and can be set up using
the equations provided in section ® 2.7.1. The parameter vector of the adjusted,
combined solution will consequently consist of the sub-vectors

&'

é_ ” (2-238)
gl H

Xa =

combined network solution vector

Xa.: adjusted vector of unknowns
X:
t:  adjusted datum parameters

containing the combined coordinate solution vector (X') as well as the adjusted datum
parameters ().
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3. Modeling and Estimating Tropospheric Propagation Delays

The primary purpose of the TropAC analysis system is to estimate wet tropospheric
delays that can be converted into integrated water vapor and thereby serve as a
valuable input into numerical weather and climate models. For this reason, an entire
chapter is devoted to tropospheric delay modeling and estimation.

3.1 Brief Overview of the Lower Atmosphere

The atmosphere is a mixture of dry gases that primarily contribute to the hydrostatic
delay (® Table 3-1) and water vapor which is responsible for the wet delay. SPILKER
[1996] states that the dry atmosphere is uniform and uncomplicated in modeling
whereas the wet part is unevenly distributed. The vertical profiles of the most
important meteorological quantities are
plotted in Figure 3-2 for an arbitrarily chosen il
day at IGS monitor station Oberpfaffenhofen
(OBER, Germany).

15F
The following layers are to be distinguished: Stratosphere
The troposphere ranges from sea level (» 0 m)
to a height of about 12 km and is
characterized by a relatively linear tempera-
ture decrease. The tropopause is a small
boundary layer between 12 and 16 km where
the temperature remains approximately
constant at a level of -60 to -80 °C and in the S o e Lo
stratosphere (16 to 50 km), a slow .
temperature increase occurs. As far as the wet W e oy
component is concerned, the lower [ ST SR ET I A
. . . 0.001 0.0m 0.1 1 10
troposphere is of major interest whereas the UATER UAPGR HINTNG RATIO Carkal
hydrostatic component is influenced up to the
stratopause. SPILKER [1996] mentions that
about one quarter of the total delay is caused tropopause after MOCKLER [1995]. The
by gases above the tropopause. Most of the | ean vertical distribution of temperature
water  vapor  contents, however, is |and water vapor mixing ratio (logarithmic
concentrated at a height right below 4 km |scale) are shown.
and above 12 km, almost no more water

vapor is present.

Tropopause 200

Troposzphere

HEIGHT ABOVE SURFACE [kml
ATHMOSPHERIC PRESSURE [hPal

50
1013

Figure 3-1 - Schematic of the tro-
pospheric and stratospheric layers and the

3.1.1 Pressure

The sea level pressure is about 1013 hPa in average, a value that is used in most
standard atmosphere models. Figure 3-2 shows that the pressure decreases
exponentially with increasing altitude. The tropopause height is reached at a pressure
between 300 hPa at the poles and 70 hPa at the equator and a value of approximately
1 hPa can be stated at the stratopause height.
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Figure 3-2 - Typical vertical profiles for IGS tracking station Oberpfaffenhofen (OBER) near
Munich, Germany on 10 April 2000. The data were extracted from the NOAA/NCEP GDAS
numerical weather model (® chapter 4). Note that the height axis is expressed by pressure
because all vertically distributed data stored in weather models are referenced to pre-defined
pressure levels and not to height. Geopotential height corresponds to what is known in geodesy
by the term "dynamic height".



3. Modeling and Estimating Tropospheric Propagation Delays 131

Constituent Molar Weight [kg/mol] Fractional Volume [/]
N, 28.0134 0.76084
O, 31.9988 0.209476
Ar 39.948 0.0934
CO, 44.00995 0.000314
Ne 20.183 0.00001818
He 4.0026 0.00000524
Kr 83.30 0.00000114
Xe 131.30 0.000000087

Table 3-1 - Primary constituents of dry air after DAVIS et al. [1985]. It should be pointed out that
none of these primary constituents possesses a permanent dipole moment; this characteristic
property is almost solely devoted to the nature of water molecules.

3.1.2 Temperature

The temperature shows a linear decrease up to the tropopause (® Figure 3-1 and
Figure 3-2), but note that this linear trend can be considerably disturbed in the first
few hundred meters above the surface due to inversion layers. The so-called
temperature lapse rate is in the range of -5 to -7 K/km below the tropopause height. At
the tropopause itself, the temperature remains approximately constant and slowly
increases in the stratosphere.

3.1.3 Water Vapor

The relative humidity diagram in Figure 3-2 indicates that not only the horizontal
distribution, but also the vertical distribution of water vapor in the troposphere cannot
be expected to be homogenous. The reason for this is linked to the rapid turnover of
water in the air as well as to the variation of temperature with height and location’,
see MOCKLER [1995].

Although there are considerable variations, Figure 3-1 also implies that there are
certain trends: water vapor decreases rapidly with height as the atmosphere gets
colder. Nearly half the total water in the air is located between sea level and about 1.5
km above sea level. Less than 5-6% of the water is present above 5 km, and less than
1% is found in the stratosphere. Relative humidity shown in Figure 3-2 also tends to
decrease with height, from an average value of about 60-80% at the surface to 20-
40% at 300 hPa (9 km).

3.2 Modeling of Tropospheric Delays

The following sections briefly outline the principles on which tropospheric delay
modeling is based. Meteorological inputs that are necessary for the delay models, their
vertical distribution and the relations between them are treated in chapter 4 as well .
It should be emphasized that the term tropospheric propagation delay is used here
despite the fact that the hydrostatic component is also influenced by gases above the
troposphere.

! Note that the amount of vapor that saturates the air is dependent on the temperature.
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3.2.1 Generalized Functional Description

The geometrical distance differs from the actual ray path by the difference

dS)y newy = QM n(s)>ds - QAC ds (3-1
dS'yneu:  total/meutral slant path delay from receiver antenna A to satellite

n: index of atmospheric refraction

ds: differential increment in distance with respect to the line of sight

ATM: ray path passing from antenna in direction to satellite through the atmosphere

VAC: virtual path of a ray passing from antenna in direction to satellite through vacuum

which is called total or neutral slant path delay. The neutral delay can be separated
into

=dS'

A[HYD (3-2)

i i
dSA[NEU] ] + dSA[WET]

dSywo;:  hydrostatic slant path delay
dSywer: non-hydrostatic or wet slant path delay

a hydrostatic and a non-hydrostatic component. The latter is often called wet
component which is not too wrong as it is mainly caused by the vertical distribution of
water vapor in the tropopause and the first component is also called dry delay which
is partly misleading®. A relatively new aspect in tropospheric delay modeling is to
further distinguish between the azimuthally symmetric delay and asymmetric parts

+dS'

dSiA[ = dSiA[ + dSiA[ + dSiA[ A[WET,ASYMM] (3-3)

NEU] HYD,SYMM] HYD,ASYMM] WET,SYMM]

dS;_symm: tropospheric delay term under the assumption of symmetry in azimuth
dS;asvmm: tropospheric correction term taking asymmetric effects into account

where the asymmetric components are usually determined by application of a
horizontal tropospheric gradient model. Consequently, the full notation for the neutral
delay is

i — i i i H i
dS)s e = m(e/-\ )[HYD] XZHD, +m(eA )[ X[GA[N,HYD] xcosa, +G,, ><5|naA]

AZI,HYD] E,HYD]

. . : L (3-4)
+ m(e/-\ )[WET] XWD +m(eA )[AZI,WET] X[GA[N,WET] xosa, + Gy wer) >‘S'naA]

m(e): mapping function

ZHD: zenith hydrostatic delay

ZWD: zenith wet delay

Gy gradient in northward direction
Gg: gradient in eastward direction

2 According to BEVIS et al. [1992], the hydrostatic delay is often referred to as dry component. This
omits the fact that water vapor actually actively influences both the wet and the hydrostatic delay
components. Nevertheless, the largest contribution to the hydrostatic delay can be traced back to the
dry air.
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where the tropospheric delay is modeled into zenith direction (® 3.2.1) at first
instance and then projected into the direction of the satellite using a mapping function
m (® 3.2.2) that is not only a function of the elevation angle as the simplified
notation implies, but can also be dependent on several atmospheric parameters. Note
that the mapping function for the horizontal gradients differs significantly in
comparison to the hydrostatic and wet functions (® 3.2.2.3).

For practical reasons, the asymmetric hydrostatic and wet components can be
combined without any severe loss of accuracy

m(elA )[/-\ZI] » m(elA )[AZI,HYD] » m(elA )[/-\ZI,WET] U
Gap =G +G U G,;=G

A[N] = [NJHYD] A[N,WET] A[EHYD] +GA[E,WET]

(3-5)

b dS., =mle,

A[NEU

XZHD, +mle} )

+ m(e/-\ )[AZI] ><{GA[N] xcosa, +G

[ XZWD,,

)[HYD [WET

Ay 28IN a'A]

what simplifies the model a bit. This functional component description represents the
general type of tropospheric delay model that is most commonly used today without
specifying the components directly. It is the purpose of the next two sections to find
expressions for the zenith delay as well as for the mapping functions which allow to
use this equation in practice.

3.2.1 Modeling Zenith Delays

Following THAYER [1974], the neutral zenith path delay can be derived from the radio
refractive index of the air

N=k, 295z 4k, xSz +k, xSz U N(s)=[n(s)- 1x10° (3-6)
T T T "

n(s):  index of refraction as function of the distance 's'

N: reduced index of tropospheric refraction

k, ;:  refraction constants

Zy. ' inverse compressibility factors for dry and wet air

P dry pressure; p, = p - e with p being the total pressure (measured quantity)

e: partial water vapor pressure

Davis et al. [1985] give the following interpretation of this formula: The very first
term characterizes the effect of the induced dipole moment of the dry constituents, the
second term is due to the dipole moment of water vapor and the third term represents
the dipole orientation effects of the permanent dipole moment of water molecules.

The refraction constants are discussed by BEvis et al. [1994]. In summary, the
following mean values can be applied:

k, = 77.60 =+ 0.09 [K/hPal
k, = 69.4 = 2.2 [K/hPal
k, = 370100 + 1200 [K2/hPal
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The dimensionless inverse compressibility factors account for non-ideal gas behavior
and were derived by OWENS [1967]:

_ 0.52¢ l]
=1+p, X 25797><10 >§i+—7-94611><10 1
u (3-7)
e
z; =1+1650><T—3><(1- 0.01317x+1.75X107* % +1.44x10° x*)
t: temperature in units of [°C]
T: temperature in units of [K]
The equation of state for ideal gases is
XV - ro>R, XTI . R m
PV R 0 poaroRa=11"0 gy g2l 2 (3-8)
mXT M, M, \
pi: pressure of ideal gas i
T: temperature
V: volume
m: mass
M;: molar mass of gas i
Ri:  specific gas constant
R,: universal gas constant; R, = 8.31434 [J mol* K]
r.: density of gas i

and, following SPILKER [1996, p. 528], this equation can also be applied for non-ideal
gases by inserting the compressibility

p, =1 R, XT xZ, (3-9)

Z,: compressibility factor of gas i
It should be mentioned that the approximation
Z;l1 » Z'W1 » 1 (3-10)

is sufficient in terms of accuracy in most cases, i. e. wet and dry air can actually be
treated as ideal gases although the theoretically more precise formulation is
maintained here.

Let us now consider the very first term of the refractivity formula

r, R, XI ¥ r R
K, xp—dez;; =k T =k o R =k T (3-11)
d

Mg: molar weight of dry air (M, = 28.9644 kg/kmol)

where the ratio
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ry R
d No (3-12)
M,
can be rewritten as
r-d)4z0 rd)4QO_|_rw)4QO r‘w>1QO
M, M, M, M,
rd>4QO+rw>4QO rw>R0
M, M,
RoXr, +r
Aratr,) 1R, M, o Lw (3-13)
M, M, M, T Z,
_RO>(rd+rW) erRO X[ X7 gx_xzw1::Mw
Md g M, 2 Md
Ry e . M,
M, T " M,
Mg: molar weight of dry air (My = 28.9644 kg/kmol)
M,,: molar weight of wet air (M,, = 18.0152 kg/kmol)
Substitution of this expression into the refractivity formula yields
N = % 'E meg+k2xgxz;v1+k3xixz;v1
T M, & T T
Sk T g M s Tk x
Md T M, T
¢ (3-14)
(0]
=k xR—+6E - k1xmix—xz +k, x— 7!
d g M, &

A e B LI
w -I—z w

d

This notation is advantageous because it allows a strict
hydrostatic

R, X
HYD]:k1xO—:k1>Rd>¢

d

N,

and the wet term

Nower, = gﬁgx_w = ﬂxz-1

w

separation between the

(3-15)

(3-16)

BEviS et al. [1994] found the following weighted mean value for the derived constant

k,:
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k¢ =k, - k, x%:zz.uz.z ['%Pa] (3-17)

d

The zenith delay components can now be obtained by integration of the vertical
refractivity profile as it is provided by radiosonde launches and numerical weather
fields, for instance:

¥

ZND =10"° xN(h)xdh

¥

ZHD =10"° X(N;.p, (h) xdh (3-18)

ZWD =10"* XNyer, (h) xdh

ZND: zenith neutral/total delay in units of [m] for p, and e in units of [hPa] and T in [K]
ZHD: zenith hydrostatic delay

ZWD: zenith wet delay

h: surface height

dh: differential increment in height

Note that it is not sufficient to finish integration for the hydrostatic (and neutral)
delay when the height of the tropopause is reached because the hydrostatic
component is also significantly influenced by gases up to the stratosphere; see SPILKER
[1996, p. 517ff]. In the following two paragraphs, it is tried to find expressions for the
hydrostatic and the wet delays that allow their determination without knowledge of
the complete refractivity profile. As already stated, this approach is likely to fail for
the wet component, but not for the hydrostatic delay.

3.2.1.1 Zenith Hydrostatic Delay

Three hydrostatic delay models will be presented in this section. The Hopfield and the
Saastamoinen model are discussed in detail and compared with each other.
Furthermore, the MOPS model that does not need any meteorological measurements
as input is described.

3.2.1.1.1 Hopfield Hydrostatic Delay Model

The equation for hydrostatic equilibrium follows from the ideal gas laws of Boyle-
Mariotte and Gay-Lussac and can be expressed in differential form as

dp =-gx xdH g(j ,I,h)» constant =g U r(j,1,h)» constant =r (3-19)

dp: differential change in pressure

g:  gravity, assumed to be constant, esp. with height
r: density of dry air, assumed to be constant

dH: differential change in height

and the density can also be expressed by
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p=r>R,x™ U r= P (3-20)

and leads to the differential equation

d:_g

xdH (3-21)

dp:-ngmlH o =
Ry xT p Ry xT

p: pressure
T: temperature
R4 specific gas constant of dry air

As already discussed, the vertical evolution of the temperature in the troposphere can
be approximated by a linear trend using the temperature lapse rate

T=f(h)=T, +b>xH (3-22)

T: temperature as function of altitude 'f(h)'

T,: temperature at surface (or antenna) height h, = 0 m
b: temperature lapse rate

H: height above sea level

and is used as model for the entire atmosphere. The differential equation becomes

%:- #mlH (3-23)
p RyHT, +b>H)

and is solved by integration from H, = 0 m to H and p, to p,

p H
1 < 1
xdp = - 5 xIH
o R, ho To +b>xH
6 ST +boHG Rl
b
b IngP 2=|n &0 =% (3-24)
Po @ o .
voe u
.8
ﬂ + b >1_| 0 Ra®
Poop=pg 2
0 (%]
Now, let us recall the hydrostatic refractivity formula:
R, >
Niwor = k, xfi/\— =k, Ry X (3-25)
d
k,: hydrostatic refractivity constant (k, = 77.6 h/hPa)
R,: universal gas constant (R, = 8.31434 J mol™* K*)
r: total density

M,: molar weight of dry air (My; = 28.9644 kg/kmol)
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The total density is

_ _Pa XMy exM,,
F=r, +r, = + (3-26)
RXT RXT
and under the consideration that
pa>>e U p,xM, >> exM, (3-27)
it is acceptable to approximate
MW » M d (3-28)
This simplification allows to obtain the total pressure
r=rd+rw=deMd+e>q\AW »pde‘d-i-e)q\Ad:p)q\Ad: P (3-29)
RXT R XT RXT R, xT
and alters the hydrostatic refractivity formula in the following way:
Nivo =k Ryx » kR xP_ = k, o (3-30)
Ry XT T

The relation between pressure and temperature is inserted into this formula and yields
the expression

8
o +bXHo Reb
P @ T, 5 1 o +hHG R
2 + 0 Ra
Nirvo =k, £ = iy % . =Ky x o % < (3-31)
T T T, +b>H T, 3
and can be further simplified to
1 b .8
& T 0 &, +b>XH0 Re» R
N[HYD]=k1XB:k1Xp—O)§ vt T U Ry ==
T T, &T,+b>xHy T, 3 M,
. (3-32)
o e 0 . n
_ o, +hXHO & bRos o +b>HO 2 bxto
=Npypjp === =Niwojo == =Niwpy G+ —=
To (%] To (%] To (%]
k,: hydrostatic refractivity constant (k, = 77.6 h/hPa)
T: Temperature in [K], T, denotes the surface temperature
p: pressure in [hPa], p, denotes the surface pressure
b: temperature lapse rate in [K/m]
H: geopotential height in [m]
g:  gravity acceleration in [m/s?]
Mg: molar weight of dry air (My = 28.9644 kg/kmol)

~
<.

universal gas constant (R, = 8.31434 J mol* K™)
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For a default temperature lapse rate of b = -6.81 K/km, a molar weight of dry air of
M, = 28.9644 kg/kmol, a universal gas constant of R, = 8.31434 [J-mol™K'] and a
mean gravity acceleration of g = 9.806 m/s? the exponent becomes h = 4.02 » 4 that
is adopted for the Hopfield two-quartic model. Another modification is made by
substitution of

b ! =- ! -1 (3-33)
T 1 B 1. H )
tho'Hdo Hdo'B ¢

temperature lapse rate in [K/km]

surface/antenna temperature in [K]

surface/antenna temperature in [°C]

. effective height of the dry atmosphere above the surface in [km]

. effective height of the dry atmosphere for a temperature of 0 °C in [km]

T IS T
%Q_ t T

with the inverse negative height H, which is the effective height for the hydrostatic
component and was obtained by a fit of global radiosonde data to

emu

&cH o

H, = 40136 [m] +148.72 % (3-34)

after SEEBER [1989, p. 53]. A look at the scale factor reveals that its reciprocal value is
1/0.14872 km = 6.72 K/km and matches the (unsigned) temperature lapse rate.
Actually, the temperature can be interpreted as an input to account for the height
dependence and H, is defined as effective height of the dry atmosphere above the
surface. For this reason, the surface height H, is always set to zero and thereby
transforms the height system what will simplify the expression found for the
hydrostatic delay.

With this substitute, the expression for the hydrostatic refractivity finally becomes

& H 0
N =N 1- —= 3-35
(HYD] (HYDIo "g H 5 (3-35)
and can be formally integrated between H, = 0 and H,
o e H o _ H,
ZHD =10"° Ny, (g- H—— xdH =10 N0 x? 25107 N,yp0 *H, (3-36)
ho d 9

with the surface refractivity already defined as

Niwvor, = K; xFT)—O (3-37)
0
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The zenith hydrostatic delay of the Hopfield model can now be written in closed form
as

s e Ky ae
ZHD =1.552x10-° €2 UPo 5136 [ml+148.72 A—,xT—
Grali T & [m] &Kl Oy
emXKy 1 40 (3-38)
X u ém (C
= 862291M U L 6.00230818 ™
&0 ghpa T, Brpalis P

and can be computed with knowledge of surface temperature and pressure®. As has
become clear, a number of approximations lead to this simple formula. Apart from the
fact that the air is treated as an ideal gas which is not too critical, the assumption of a
constant temperature lapse rate is one important approximation that should be
stressed as well as the fact that the gravity is not modeled with dependence on the
height®. The next model presented will overcome this shortcoming.

3.2.1.1.2 Saastamoinen Hydrostatic Delay Model
The starting point for the development of this model is identical to the approach

accomplished to derive the Hopfield model. Again, the assumption is that the dry
atmosphere is in hydrostatic equilibrium and the equation of state

dp = - g(h)x (H)xdH (3-39)

is true. But this time, the gravity acceleration is treated as a function of height. At first
instance, it is possible to treat the gravity as constant again

_ 1 _dp
r=- —x1 (3-40)
g, dH

g.: weighted mean gravity acceleration
r: density of the air

and denoting it as mean gravity acceleration g,. A proper value must be found for it
afterwards. First of all, the hydrostatic refractivity equation is substituted by the
formula above which yields

Niwp =k Ry = -k, Ry x—x— (3-41)

k,: hydrostatic refractivity constant (k, = 77.6 h/hPa)
p: pressure in [hPa]

H: geopotential height in [m]

R,: gas constant of dry air in [J mol?* K]

® Or, to be more precise, with knowledge of these meteorological quantities at the antenna site.
* Actually, the gravity will decrease with increasing altitude by approximately -3.086 wm/s2 per meter.
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and leads to’

¥ ¥
6 _ 1 _ 1
ZHD =107 XN, o, XdH = - 107 %, R, x—x¢§lp =- 107 %, R, x—{py, - p,)

Ho m - po m

(3-42)
107° %, R p m? U P
=107 s, R, x o0~ ) =LK1 Ro Po —0022275é—,x_0
gm ’ Md gm eS )hPaH gm
The weighted mean gravity acceleration is defined as
¥
& (h)>g(h)>dh
8 = (3-43)
& (h)>dh

and can be interpreted as the gravity at the centroid of the atmospheric column
according to SAASTAMOINEN [1972]. The local gravity acceleration must be reduced to
the corresponding height using the equations for the normal gravity field following
DAvis et al. [1985]:

émuy élu
=9.8062 ~— a?l‘ 0.00265xcos?2j - 0. 00031 >h (3-44)
8m &2 H&E J gka

j : ellipsoidal latitude
hc:  height of the center of the atmospheric column above the ellipsoid in [km]

Saastamoinen found an approximation for the height of the center by the linear
relation

c =7.3[km]|+0.9h (3-45)

h: height of the antenna site above the ellipsoid in [km]

and, by substitution, the final formula for the mean gravity is found to be

g, =9.784 SMU

5 >€Ei 0.00266 %052 - 0.00028 £1-Ux? (3-46)

&ml g

Now, we are able to express the zenith hydrostatic delay in closed form:

> Please note that p, is not necessarily the total pressure at zero altitude, but at the antenna height h,. In
the preceding section about the Hopfield model, H, was set to zero just to simplify calculations. This is
not a pre-requisite here.
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é m> U
ZHD = e eu

9.784 EMUE  0.00266052] - 0.00028 & 1 Ush2
&H & gmH g (3.47)
ém (
0.0022767 ~—
_ &pafiPe

. élu
1- 0.00266 xcos 2] - 0.00028 ~—~
: Bam

j : ellipsoidal latitude
h: surface/antenna height above the ellipsoid in [km]
Po: surface/antenna pressure in [hPa]

This model has become very popular due to its high accuracy. ELGERED et al. [1991]
give the following RMS error budget: The error in the refractivity constant contributes
to about 2.4 mm, the uncertainty of the gravity reduction has a marginal influence of
0.2 mm as well as the uncertainty of the universal gas constant (0.1 mm) and the
variability of the dry mean molar mass (0.1 mm). Furthermore, it should be noted
that no temperature measurements are needed in contrast to the Hopfield model, but
instead, the height of the station and its latitude are used for the computation of the
gravity correction.

3.2.1.1.3 MOPS Hydrostatic Delay Model

If no meteorological data are available, the MOPS [1998] tropospheric algorithm can
be applied. This approach uses standard meteorological data dependent on latitude
and takes seasonal variations into account.

First, the latitude-dependent mean meteorological elements are taken from Table 3-2
and subsequently denoted as x,. Starting with 1 January, the day of year DoY has to
be computed in order to account for seasonal changes and the corresponding values
are to be taken from Table 3-3 and denoted as Dx.

Latitude |j | p, [hPa] T, K] e, [hPa] b, [K/m] | o /]
£15° 1013.25 299.65 26.31 0.00630 2.77
30° 1017.25 294.15 21.79 0.00605 3.15

45° 1015.75 283.15 11.66 0.00558 2.57

60° 1011.75 27215 6.78 0.00539 1.81

8 75° 1013.00 263.65 4.11 0.00453 1.55

Table 3-2 - Average values for the meteorological parameters used for tropospheric delay
prediction. The formulas given in the following paragraph for interpolation are identical for all
values. For this reason, the corresponding symbols will be substituted by X,. Note that the sign of
the temperature lapse rate is naturally negative what is accounted for directly in the formulas of
this model. | describes the dimensionless lapse rate of water vapor and is needed for
computation of the wet component only.
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Latitude |j | Dp [hPa] DT [K] De [hPa] Db [K/m] DI [/]
£15° 0.00 0.00 0.00 0.0000 0.00
30° -3.75 7.00 8.85 0.0025 0.33

45° -2.25 11.00 7.24 0.0032 0.46

60° -1.75 15.00 5.36 0.0081 0.74

3 75° -0.50 14.50 3.39 0.0062 0.30

Table 3-3 - Seasonal variations of the meteorological parameters used for tropospheric delay
estimation. The formulas given in the following paragraph for interpolation are identical for all
values. For this reason, the corresponding symbols will be substituted by Dx.

Now, each meteorological parameter can be computed for the current day using the
formula

. . _ é2p ¥DoY - DoY, U
,DoY) = - Dx(j )>cosg ] 3-48
K DoY) =x,() )- x(j) ¢ 365250 4 (5-48)

j: latitude of station

X,:  average meteorological value

Dx: seasonal variation of meteorological value

DoY: day of year (January, 1°* = 1)

DoY,: day of "maximum winter", 28 for northern and 211 for southern hemisphere

where DoY, is equal to 28 days for northern and 211 for southern latitudes. The
meteorological values themselves are obtained by linear interpolation:
N : : i-7;
Xo(J)_Xo(J i)+[XO(J i+1)' XO(J ')]xj—-J (3-49)
i+1 i

The latitudes j ; and j ,,, are those closest to the site latitude j to interpolate data for.
Exactly the same is done for the seasonal variations:

Dx(j )= D )+ [Dx() 1.)- Dx(j )] (350)

-i+1_Ji

The next step of the algorithm is to determine the zenith hydrostatic delay at zero
altitude

ZHD, =107 sk, va P (3-51)
8m

with the following constants®: k, = 77.604 K hPa™
R, = 287.054 J kg K
g. = 9.784 m/s” (effective gravity)

® Note that most of these constants have already been introduced and may numerically slightly differ,
but are re-defined here for the sake of authentic recapitulation.
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Finally, the tropospheric delays are reduced to the observation height H above the sea
level in meters

ZHD = ZHD, ? b—’HQRd (3-52)

g: surface gravity of the normal gravity field at 45° latitude, g = 9.80665 m/s?

The advantage of this approach is that meteorological measurements are not
necessary and modeled with help of default data sets. This advantage is also the major
disadvantage of this model as no one can expect a superior accuracy of this approach:
mismodeled pressure values, for example, will quickly degrade the accuracy of the
hydrostatic delay. An error of 10 hPa contributes to approximately 2.2 cm which may
likely occur in some regions. The following section is therefore devoted to a quality
assessment of the hydrostatic models presented so far in order to get some
independent knowledge about the accuracy that can be expected.

3.2.1.1.4 Comparison of Hydrostatic Models

For more than 100 sites of the IGS tracking network, zenith neutral delays are made
available by the IGS analysis centers which were used to assess the accuracy of
selected tropospheric models. The hydrostatic components were processed with help
of meteorological measurements provided either by the IGS stations or from
numerical weather fields. Comparisons between the three models presented so far are
summarized below. The Saastamoinen model was selected as reference due to its
superior accuracy. The time span for this comparison ranges from June 1999 up to
March 2000.

Comparison of Hydrostatic Models
Saastamoinen (ref.) versus Hopfield
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Figure 3-3 - Comparison of Hopfield and Saastamoinen hydrostatic models in zenith direction.
The Saastamoinen model is assumed to be the most accurate hydrostatic model and is therefore
treated as reference. Each dot marks the RMS precision of the Hopfield model with respect to the
chosen reference for a particular site of the IGS tracking network. Data were collected and
processed from June 1999 up to March 2000.
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Spatial Distribution of ZHD Biases
MOP3 Troposphere Model

20 . .
L] - u
16 L .:.-'-.".ni_.
0 . ':". wig M - :.. - ';.?"':- o
. CL ] S .
_10 . . l.h. L .-
= L]
E 20 1Yy
2 -3 .
= L]
-40
-50 "
60 .
- = Antarctic Sites
-70 L
-80
100 80 60 40 20 0 20 10 60 80

Latitude [°]

Figure 3-4 - Accuracy assessment of the MOPS hydrostatic model in zenith direction with the
Saastamoinen model as reference.

The Hopfield model only shows a very small standard deviation” of 0.2 mm with
respect to the Saastamoinen reference model, but as can be seen in Figure 3-3, the
RMS values show a systematic trend with increasing latitude. Smallest deviations
occur near the equator, largest (more than 9 mm) in polar regions. This effect is
mainly due to the missing gravity reduction in the Hopfield approach which treats the
gravity as a constant value. In global average, the systematic error is about -4 mm.

As expected, the MOPS model performs much worse than the Hopfield model in
comparison to Saastamoinen's approach. Since systematic effects are the dominant
contributors to the error budget of this model, Figure 3-4 shows a plot of these biases.
Pressure prediction is especially poor for some sites in the polar regions of the
southern hemisp